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An Introduction to Partial
 Differential Equations and a Problem
 from Composite Materials
 Ivan Blank and Taiji Tsutsui
 October 6, 2007
 1 Separation of variables
 1.1 Outline
 The most basic way of solving linear partial differential equations and the firstmethod learned by the vast majority of students is the method of separationof variables. This method consists of the following: We attempt to find afamily of solutions with a special form, and then try to obtain all solutionsas linear combinations of these special solutions. The special requirementwe place on these initial functions is that not only do we ask them to solvethe partial differential equation and any homogeneous or periodic boundaryconditions, but we also require them to be products of functions which eachhave only one independent variable.
 Our first step in applying this method is to substitute these functionsinto the original partial differential equation and attempt to use algebra tobring the resulting equation into a form where the independent variablesappear only on opposite sides of the equality; hence the name “separation ofvariables.” At this point, assuming that we have been successful in separatingthe variables (and assuming for simplicity that the original partial differentialequation is of second order), our equation should have the form
 F (x, f(x), f ′(x), f ′′(x)) = G(y, g(y), g′(y), g′′(y))
 1
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where F and G are functions which are determined completely by the originalpartial differential equation. Now whatever f and g turn out to be, we canalso say that our equation now has the form
 F(x) = G(y)
 where F(x) := F (x, f(x), f ′(x), f ′′(x)) and G(y) := G(y, g(y), g′(y), g′′(y)).Next by alternately varying x and y while the other variable is held fixed, itis clear that we must have
 F(x) = G(y) = constant (1.1)
 Solving F(x) = C and G(y) = C amounts to solving an ordinary differentialequation. At this point when we introduce any homogeneous or periodicboundary conditions demanded by the original partial differential equationwe discover that most values of the constant on the right hand side of equation(1.1) lead us only to the trivial solution. On the other hand, for a wide class oflinear boundary value problems which include Laplace’s equation on a disk,the heat equation on a line segment, and the wave equation on a line segment,we will obtain a sequence of “good” constants that lead to a correspondingsequence of nontrivial solutions. Due to the special properties enjoyed by theboundary values of this sequence of solutions, it turns out that the solution ofthe original partial differential equation will always be a linear combinationof these functions, and there is a simple way to derive an explicit formulafor the coefficients in this expression. We will explore those properties in thenext section, but now we turn to the application of the rest of the methodto Laplace’s equation on a disk.
 1.2 Examples
 We start by solving Laplace’s equation on a disk as an example of the appli-cation of separation of variables. (As it turns out, we will need the solutionsthat we find here later on when we turn to our problem from composite ma-terials.) We seek a function u which satisfies the following boundary valueproblem:
 ∆u = 0 in DR
 u(R, θ) = f(θ) on ∂DR .(1.2)
 The Laplace operator in IR2 is given by
 ∆U = Uxx + Uyy .
 2
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In polar coordinates, by a lengthy but elementary exercise using the multi-variable chain rule, we can verify
 ∆U = Urr +1
 rUr +
 1
 r2Uθθ . (1.3)
 Thus, Laplace’s equation in IR2 for a function U = U(r, θ) becomes
 0 = Urr +1
 rUr +
 1
 r2Uθθ . (1.4)
 We assume our solution takes the form U(r, θ) = g(r)h(θ) and by pluggingthis into (1.4) we obtain
 0 = g′′(r)h(θ) +1
 rg′(r)h(θ) +
 1
 r2g(r)h′′(θ)
 = (g′′(r) +1
 rg′(r))h(θ) +
 1
 r2g(r)h′′(θ)
 orh′′(θ)
 h(θ)=
 −g′′(r) + 1rg′(r)
 1r2 g(r)
 = −
 (
 r2g′′(r) + rg′(r)
 g(r)
 )
 (1.5)
 Since the left hand side is a function of θ and the right hand side is a functionof r, the only way a function of θ can equal a function of r is for both functionsto be the same constant. This is exactly the situation we had in Equation(1.1). We call this constant δ, and we split the problem into three casesaccording to whether δ is positive, zero, or negative.
 Case 1: δ = λ2 > 0, and soh′′(θ)
 h(θ)= λ2,
 then,h′′(θ) − h(θ)λ2 = 0.
 We solve the ordinary differential equation and we get
 h(θ) = Aeλθ +Be−λθ
 where A and B are constants. Then, we need to consider the periodicitycondition:
 U(r,−π) = U(r, π). (1.6)
 3
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We can express (1.6) in terms of g(r) and h(θ)
 g(r)h(−π) = g(r)h(π)
 and then either g(r) ≡ 0, or
 h(−π) = h(π) (1.7)
 Aeλ(−π) +Be−λ(−π) = Aeλπ +Be−λπ
 (A−B)eλπ = (A−B)e−λπ .
 Since g(r) ≡ 0 gives only the trivial solution, we exclude this possibility,and then since eλπ 6= e−λπ, we can say A = B. Thus, h(θ) = A(eλθ +e−λθ). Now we consider the other periodicity condition:
 Uθ(r, π) = Uθ(r,−π) (1.8)
 We can express Uθ(r, θ) in terms of g(r) and h(θ)
 Uθ(r, θ) = g(r)h′(θ)
 = g(r)d
 dθ(A(eλθ + e−λθ))
 = g(r)A(λeλθ − λe−λθ)
 = Aλg(r)(eλθ − e−λθ) . (1.9)
 We substitute (1.9) into (1.8) and then after again excluding g(r) ≡ 0,we get
 g(r)h′(π) = g(r)h′(−π)
 Aλ(eλπ − e−λπ) = Aλ(e−λπ − eλπ)
 2Aeλπ = 2Ae−λπ
 Aeλπ = Ae−λπ.
 Since eλπ 6= e−λπ, A must be 0 and then B is also 0, and so we obtainonly the trivial solution in this case.
 Case 2: δ = 0, and soh′′(θ)
 h(θ)= 0. (1.10)
 4
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The general solution of (1.9) is
 h(θ) = Aθ +B
 where A and B are constants. Then we consider periodicity conditions.From (1.6), we can derive
 A(−π) +B = Aπ +B. (1.11)
 Equation (1.10) forces A to be 0. (Note that Equation (1.7) imposesnothing new.) Thus, U(r, θ) = Bg(r), and g(r) satisfies
 0 = r2g′′(r) + rg′(r).
 Let G(r) = g′(r). Then,
 0 = r2G′(r) + rG(r)
 = rG′(r) +G(r)
 =d
 dr(rG(r)).
 Since its derivative is zero, rG(r) is constant. Thus,
 G(r) =A
 rand g(r) = A ln r + B
 where A and B are constants. Then, boundedness forces A = 0. There-fore, the only nontrivial solutions in this case are constants.
 Case 3: δ = λ2 < 0, and soh′′(θ)
 h(θ)= −λ2,
 andh′′(θ) − h(θ)λ2 = 0.
 This ordinary differential equation has the general solution
 h(θ) = A cosλθ +B sinλθ.
 From (1.6), we can derive
 A cos(−λπ) +B sin(−λπ) = A cos(λπ) +B sin(λπ)
 5
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then,2B sin(λπ) = 0
 Thus, we can say either B = 0 or λ = n ∈ IN. Next, we need toconsider the other periodicity condition. As in (1.8), we can derive
 Uθ(r, θ) = g(r)(−Aλ sinλθ +Bλ cosλθ)
 By excluding g(r) ≡ 0 as before we get
 −Aλ sin(−λπ) +Bλ cos(−λπ) = −Aλ sin(λπ) +Bλ(cosλπ)
 and2Aλ sin(λπ) = 0.
 Therefore, we can say either A = 0 or λ = n ∈ IN. We note, however,that λ = n leads to a nontrivial solution. On the other hand, if λ 6= n,then it forces both A = 0 and B = 0, which of course gives us only thetrivial solution, so henceforth we are only interested in the case λ = n.
 Now, we need to find g(r). From (1.4), we have
 −
 (
 r2g′′(r) + rg′′(r)
 g(r)
 )
 = −λ2 = −n2
 andr2g′′(r) + rg′(r) − n2g(r) = 0
 We solve this Euler Equation and get
 g(r) = Ar−n +Brn.
 Once again, boundedness forces A = 0, and since we know h(θ) andg(r), we have the family of solutions of the partial differential equation
 Un(r, θ) = rn(A cos(nθ) +B sin(nθ)). (1.12)
 Let
 Vn(r, θ) = rn cos(nθ)
 Wn(r, θ) = rn sin(nθ)
 6
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then,
 Vn(R, θ) = Rn cos(nθ)
 Wn(R, θ) = Rn sin(nθ)
 In addition, let
 Vn(r, θ) =( r
 R
 )n
 cos(nθ) n = 0, · · · ,∞
 Wn(r, θ) =( r
 R
 )n
 sin(nθ) n = 1, · · · ,∞ (1.13)
 and this is the desired family of nontrivial solutions. Observe that anyfunction which is a linear combination of the functions in Equation(1.12) is also a linear combination of the functions in Equation (1.13).Note that the boundary values of these solutions are simply
 Vn(R, θ) = cos(nθ)
 Wn(R, θ) = sin(nθ).
 (These last two equations show why the family {Vn} ∪ {Un} is slightlypreferable to the family {Vn} ∪ {Un} .)
 Now the key questions are
 1. Can f(θ) be expanded as a linear combination of these boundary val-ues?
 2. If so, can we compute the coefficients in our trigonometric series?
 The answer to these questions is yes as we will see in the next section.
 2 Fourier series and orthogonal functions
 To expand f(θ) as a linear combination of the family of trigonometric func-tions we obtained as boundary values of solutions in the previous section, wewill want to understand the idea of orthogonality as it applies to infinite di-mensional vector spaces of functions. We assume the reader is familiar withthe notion of orthogonality in finite dimensions, and in fact, the formulaswe derive can be found by exact analogy with the formulas found in Linear
 7
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Algebra for the new coefficients of a vector under a change of orthogonalbasis. We turn to this derivation first.
 Suppose we have an orthogonal basis {e1, e2, e3} of IR3 and a vector ~V ∈
 IR3. Then since we can express ~V as a linear combination of e1, e2, and e3,there exist scalars a1, a2, and a3 such that
 ~V = a1e1 + a2e2 + a3e3. (2.1)
 To find these scalars , we will use the dot product. By taking the dot productof both sides of (2.1) with ej we obtain
 ~V · ej = (a1e1 + a2e2 + a3e3) · ej
 = a1e1 · ej + a2e2 · ej + a3e3 · ej
 = aj ‖ ej ‖2 by orthogonality
 So,
 aj =~V · ej
 ‖ ej ‖2.
 Now consider the set, L2(S1), of periodic functions f(θ) on [0, 2π] whichsatisfy
 ∫ 2π
 0
 (f(θ))2 dθ <∞
 One can check that L2(S1) forms a vector space. Now for any f, g ∈ L2(S1)
 we define the bilinear functional f · g =∫ 2π
 0f(θ)g(θ)dθ and one can check
 that this functional, “·”, satisfies the hypotheses required for it to be a dotproduct.
 Next we consider the following set of functions.
 {1} ∪ {cos(nθ)} ∪ {sin(nθ)}
 These functions are vectors in L2(S1). Our motivation for considering thisparticular set of functions is that this set is exactly what we obtained asboundary values of our special solutions in the previous section by separationof variables for Laplace’s equation on a disk. We need to take dot productsto determine whether these functions are orthogonal. By direct computation
 8
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of the integrals we verify
 cos(nθ) · cos(mθ) =
 ∫ 2π
 0
 cos(nθ) cos(mθ) dθ = 0 n 6= m
 sin(nθ) · sin(mθ) =
 ∫ 2π
 0
 sin(nθ) sin(mθ) dθ = 0 n 6= m
 sin(nθ) · cos(mθ) =
 ∫ 2π
 0
 sin(nθ) cos(mθ) dθ = 0
 (2.2)
 and so indeed we can say that this set of functions forms an orthogonalset. Now just because we have an infinite orthogonal set, does not meanthat our set is “large” enough to be a basis for L2(S1). (Consider the set{i, j} 6= {i, j, k} in IR3 for comparison.) The fact that this set is a basis is aconsequence of the following fundamental theorem of Fourier analysis.
 Theorem 2.1. Let f(t) be piecewise-differentiable, continuous, and periodicon [−L,L], then there exist constants {an}
 ∞n=0, {bn}
 ∞n=1 such that
 f(t) =a0
 2+ lim
 N→∞
 N∑
 n=1
 (
 an cos
 (
 nπt
 L
 )
 + bn sin
 (
 nπt
 L
 ))
 . (2.3)
 Since the set of trigonometric functions considered above forms an or-thogonal basis, we can figure out the coefficients a0, an, and bn exactly as wedid in the finite dimensional case. Now instead of talking the dot product (inthe usual finite dimensional sense) of both sides of Equation (2.1) with thevectors e1, e2, and e3, we need to take the dot product (in the L2(S1 sense)of both sides of Equation (2.3) with our orthogonal family of trigonometricfunctions. Starting with the function 1, we get
 ∫ L
 −L
 f(t) · 1dt =
 ∫ L
 −L
 a0
 2· 1dt+
 ∞∑
 n=1
 0
 = a0 · L
 Thus,
 a0 =1
 L
 ∫ L
 −L
 f(t)dt. (2.4)
 9
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Similarly, by taking the dot product of both sides of (2.3) with the functioncos(
 mπtL
 )
 , we get
 ∫ L
 −L
 f(t) · cos
 (
 mπt
 L
 )
 dt = 0 +∞∑
 n6=m
 0 +
 ∫ L
 −L
 am cos
 (
 mπt
 L
 )
 cos
 (
 mπt
 L
 )
 dt
 = am
 ∫ L
 −L
 cos2
 (
 mπt
 L
 )
 dt
 = am · L
 Then, after doing the same computation with sin(
 mπtL
 )
 and after rearranging,we get
 am =1
 L
 ∫ L
 −L
 f(t) cos
 (
 mπt
 L
 )
 dt m ≥ 0
 bm =1
 L
 ∫ L
 −L
 f(t) sin
 (
 mπt
 L
 )
 dt m ≥ 1.
 (2.5)
 Therefore, f(θ) can be expanded as a linear combination of the boundaryvalues of the special solutions, and we have explicit formulas for the coeffi-cients in this trigonometric series. However, before we get to our problem,there is one more important concept to understand, and we will explain it inthe next section.
 3 Weak solutions of partial differential equa-
 tions
 Often scientists produce a partial differential equation as a mathematicalmodel for a physical phenomenon. However, implicit in the fact that theyhave a partial differential equation for their model is that they expect orneed differentiability of the solutions in order to understand their partialdifferential equation in its “classical sense.” Unfortunately, scientists willoccasionally have a partial differential equation which does a fantastic job ofdescribing the observed smooth solutions, but where physically there seemto be nonsmooth “solutions” to the same phenomenon or process. Mathe-maticians have found ways around this difficulty by generalizing the notionof what it means to solve a partial differential equation. We begin with amotivational example.
 10
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3.1 The wave equation
 Suppose we have a rope which is stretched horizontally. Then when it vi-brates, we can see waves traveling along the length of the rope. We canexpress this phenomenon in terms of the following partial differential equa-tion (known as the wave equation) which can be derived using Newtonianmechanics and a few approximations,
 Vxx = Vtt. (3.1)
 In this equation V represents displacement from the horizontal position. Ifthe initial position or velocity of our rope is not differentiable, then we canobserve nondifferentiable waves traveling on our rope when we perform empir-ical experiments. We can write down a mathematical function as an exampleof this phenomenon.
 U1(x, t) =
 0 x− t ≤ −11 − |x− t| −1 ≤ x− t ≤ 1
 0 1 ≤ x− t.(3.2)
 Equation (3.1) does not make sense for this case since U1 is not even oncedifferentiable. Therefore, we need to define a generalized notion of solutionto a partial differential equation. One attempt at defining a weak solutionmight be to demand that the partial differential equation holds wherever theputative solution is sufficiently differentiable, and the example above workswith this definition.
 The function
 U2(x, t) =
 0 x− 2t ≤ −11 − |x− 2t| −1 ≤ x− 2t ≤ 1
 0 1 ≤ x− 2t.(3.3)
 would also be a weak solution by this definition, however (3.3) is not observedin nature whereas (3.2) is observed. So this simple attempt at generalizingthe notion of solution fails. In the observed phenomenon the moving trianglemust travel with a fixed speed which is not imposed by this definition. Inshort the attempt as stated above is too broad: Too many functions becomeweak solutions. In other words there are more mathematical “solutions” withthis definition, than there are observed physical “solutions.” It turns out thatmathematicians have found a very flexible way of defining solutions (the so-called “weak solutions” in the next section) which are typically neither toobroad nor too restrictive for the purpose of modeling these physical situations.
 11
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3.2 The formal definition of a weak solution to a par-tial differential equation
 We would like to state the formal definition of a weak solution to a partialdifferential equation. This time, we use the wave equation on a rope asour example, but the idea of how to define “weak solutions” to a partialdifferential equation is very broad, and it will be clear how to extend thisdefinition to any linear partial differential equation from the case we givehere. For the sake of comparison, we start with the classical version of ourpartial differential equation. We seek a V such that
 Vtt = Vxx for all (x, t) ∈ IR × (0,+∞) (3.4)
 Now assuming that we have such a V , we let ϕ be any smooth function whichvanishes outside a compact subset of IR × (0,+∞), and we observe that theintegrals
 ∫
 x∈IR
 ∫
 t∈IR+
 Vxxϕ dtdx &
 ∫
 x∈IR
 ∫
 t∈IR+
 Vttϕ dtdx
 are both well defined and are obviously equal. Integrating by parts twice oneach integral we conclude that for any ϕ as above
 ∫
 x∈IR
 ∫
 t∈IR+
 ϕxxV dtdx =
 ∫
 x∈IR
 ∫
 t∈IR+
 ϕttV dtdx (3.5)
 for all classical solutions of the wave equation. One can also show thatany twice continuously differentiable function V which satisfies (3.5) for allϕ must necessarily be a classical solution of the wave equation. To showthis fact we start with the observation that if our weak solution V is twicedifferentiable then we can integrate each side of Equation (3.5) by parts twiceand rearrange to conclude that such V ’s satisfy
 ∫
 x
 ∫
 t
 ϕ(Vxx − Vtt) dtdx = 0 . (3.6)
 Because V is assumed to be twice continuously differentiable, Vxx − Vtt iscontinuous in IR× IR+. Then suppose there exists (x, t) ∈ IR× IR+ such thatVxx−Vtt is positive at (x, t). By continuity, Vxx−Vtt is positive in some smallrectangle D0 ⊂ IR × IR+ containing (x, t). Take ϕ ∈ C1
 0 (D0) with ϕ ≥ 0 inD0 and ϕ > 0 at the center of D0. Then
 ∫
 x∈IR
 ∫
 t∈IR+
 ϕ(Vxx − Vtt) dtdx =
 ∫
 D0
 ϕ(Vxx − Vtt) dtdx . (3.7)
 12
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Since ϕ and Vxx − Vtt are positive in D0, the expression on the right handside of Equation (3.7) is positive, and this fact contradicts (3.6). Thus, wecan say that Vxx−Vtt is always 0. We summarize with the following theorem.
 Proposition 3.1. Let V be a continuous function in IR×(0, +∞). Then Vis a classical solution of the wave equation if and only if
 V is twice continuously differentiable
 &
 V satisfies (3.5) for all ϕ ∈ C∞0 (IR × IR+). (3.8)
 On the other hand, Equation (3.5) continues to make sense for functionsV which are merely integrable, and we can compare the set of functionssatisfying (3.5) for all suitable ϕ with the set of classical solutions of thewave equation. Functions satisfying (3.5) for all such ϕ are said to be weaksolutions of the wave equation. In the next section we will show that the setof weak solutions of the wave equation includes the function U1 defined inEquation (3.5), and is therefore a broader class of functions than the set ofclassical solutions to the wave equation. Unlike our earlier attempt, however,by this definition, U2 is not a weak solution, which is good, since the wavetravels at the wrong speed.
 It is worth noting that this idea of integration by parts as being the basisfor the definition of weak solutions arose from mathematicians observingproblems within the calculus of variations. In the calculus of variations themost basic problem is to minimize something of the form:
 ∫ b
 a
 f(u′(x), u(x), x) dx (3.9)
 among all functions u(x) with fixed values on the boundary. The functionf(r, s, x) is given and is typically convex in r. Then, assuming that a solutionu0 has been found, and letting ϕ(x) be any smooth function which vanishesat a and b we must have that the function
 J(t) :=
 ∫ b
 a
 f(u′0(x) + tϕ′(x), u0(x) + tϕ(x), x) dx (3.10)
 has a local minimum at zero. Thus,
 0 = J ′(0) =
 ∫ b
 a
 [fr(u′0(x), u(x), x)ϕ
 ′(x) + fs(u′0(x), u(x), x)ϕ(x)] dx ,
 (3.11)
 13
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and the fact that this integral should vanish for all such ϕ becomes thedefinition of a weak solution to the differential equation
 d
 dxfr(u
 ′(x), u(x), x) = fs(u′(x), u(x), x) . (3.12)
 3.3 The wave equation revisited
 In this section, we will show U1 as defined in Equation (3.2) is a weak solutionof the wave equation. Thus, we substitute (3.5) into (3.2) and then we needto show that∫ ∞
 t=0
 ∫ t+1
 x=t−1
 (1− | x− t |)ϕxx dxdt =
 ∫ ∞
 t=0
 ∫ t+1
 x=t−1
 (1− | x− t |)ϕtt dxdt.(3.13)
 Because we can simultaneously show that U1 is a weak solution while showingthat U2 is not, we will define
 Uk(x, t) =
 0 x− kt ≤ −11 − |x− kt| −1 ≤ x− kt ≤ 1
 0 1 ≤ x− kt.(3.14)
 and in fact show that Uk is a weak solution if and only if | k |= 1. Let
 J1 =
 ∫ ∞
 t=0
 ∫ kt+1
 x=kt−1
 (1− | x− kt |)ϕxx dxdt (3.15)
 J2 =
 ∫ ∞
 t=0
 ∫ kt+1
 x=kt−1
 (1− | x− kt |)ϕtt dxdt. (3.16)
 We compute J1. Let
 I1 − I2 :=
 ∫ ∞
 t=0
 ∫ kt+1
 x=kt
 (kt− x)ϕxx dxdt (3.17)
 I3 − I4 :=
 ∫ ∞
 t=0
 ∫ kt
 x=kt−1
 (x− kt)ϕxx dxdt (3.18)
 and
 I5 :=
 ∫ ∞
 t=0
 ∫ kt+1
 x=kt−1
 ϕxx dxdt. (3.19)
 14
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Then, J1 = (I1 − I2) + (I3 − I4) + I5. We simplify (3.17).
 I1 =
 ∫ ∞
 t=0
 kt
 ∫ kt+1
 x=kt
 ϕxx dxdt
 =
 ∫ ∞
 t=0
 kt (ϕx(kt+ 1, t) − ϕx(kt, t)) dt (3.20)
 and
 I2 =
 ∫ ∞
 t=0
 ∫ kt+1
 x=kt
 x ϕxx dxdt
 which, by integration by parts, becomes
 I2 =
 ∫ ∞
 t=0
 [
 (kt+ 1) ϕx(kt+ 1, t) − kt ϕx(kt, t) −
 (∫ ∞
 t=0
 ∫ kt+1
 x=kt
 ϕx dx
 )]
 dt
 =
 ∫ ∞
 t=0
 [(kt+ 1) ϕx(kt+ 1, t) − kt ϕx(kt, t) − ϕ(kt+ 1, t) + ϕ(kt, t)] dt.
 So,
 I1 − I2 =
 ∫ ∞
 t=0
 (−ϕx(kt+ 1, t) + ϕ(kt+ 1, t) − ϕ(kt, t)) dt. (3.21)
 Next, we compute (3.18).
 I3 =
 ∫ ∞
 t=0
 ∫ kt
 x=kt−1
 x ϕxx dxdt
 then by integration by parts, we get
 I3 =
 ∫ ∞
 t=0
 [
 (ktϕx(kt, t) − (kt− 1)ϕx(kt− 1, t)) −
 ∫ kt
 x=kt−1
 ϕx(x, t) dx
 ]
 dt
 =
 ∫ ∞
 t=0
 [ktϕx(kt, t) − (kt− 1)ϕx(kt− 1, t) − ϕ(kt, t) + ϕ(k + 1, t))] dt.
 Then,
 I4 =
 ∫ ∞
 t=0
 kt
 ∫ kt
 x=kt−1
 ϕxx dxdt
 =
 ∫ ∞
 t=0
 kt [(ϕx(kt, t) − ϕx(kt− 1, t))] dt
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Thus,
 I3 − I4 =
 ∫ ∞
 t=0
 [ϕx(kt− 1, t) − ϕ(kt, t) + ϕ(kt− 1, t)] dt
 Also, we compute (3.19).
 I5 =
 ∫ ∞
 t=0
 ∫ kt+1
 x=kt−1
 ϕxx dxdt
 =
 ∫ ∞
 t=0
 [ϕx(kt+ 1, t) − ϕx(kt− 1, t)] dt
 Therefore,
 J1 =
 ∫ ∞
 t=0
 [ϕ(kt+ 1, t) − 2ϕ(kt, t) + ϕ(kt− 1, t)] dt. (3.22)
 Next, we compute J2 using Equation (3.16). Applying Fubini’s Theoremwe get
 J2 =
 ∫ ∞
 x=−∞
 ∫ x+1
 k
 t= x−1
 k
 (1− | x− k |)ϕtt dtdx
 Let
 H1 −H2 :=
 ∫ ∞
 x=−∞
 ∫ t= x+1
 k
 t= x
 k
 (x− kt)ϕtt dtdx (3.23)
 H3 −H4 :=
 ∫ ∞
 x=−∞
 ∫ x
 k
 t= x−1
 k
 (kt− x)ϕtt dtdx (3.24)
 and
 H5 :=
 ∫ ∞
 x=−∞
 ∫ x+1
 k
 t= x−1
 k
 ϕtt dtdx. (3.25)
 So J2 = (H1 −H2) + (H3 −H4) +H5. We compute (3.23).
 H1 =
 ∫ ∞
 x=−∞
 x
 ∫ t= x+1
 k
 x
 k
 ϕtt dtdx
 =
 ∫ ∞
 x=−∞
 x
 [
 ϕt
 (
 x,x+ 1
 k
 )
 − ϕt
 (
 x,x
 k
 )
 ]
 dx,
 16

Page 17
                        

and
 H2 =
 ∫ ∞
 x=−∞
 ∫ t= x+1
 k
 x
 k
 kt ϕtt dtdx,
 so by integration by parts, we get
 H2 =
 ∫ ∞
 x=−∞
 [
 (x+ 1)ϕt
 (
 x,x+ 1
 k
 )
 − xϕt
 (
 x,x
 k
 )
 −
 ∫ t= x+1
 k
 x
 k
 kϕt dt
 ]
 dx
 =
 ∫ ∞
 x=−∞
 [
 (x+ 1)ϕt
 (
 x,x+ 1
 k
 )
 − xϕt
 (
 x,x
 k
 )
 −kϕ
 (
 x,x+ 1
 k
 )
 + kϕ(
 x,x
 k
 )
 ]
 dx.
 Thus,
 H1−H2 =
 ∫ ∞
 x=−∞
 −ϕt
 (
 x,x+ 1
 k
 )
 +kϕ
 (
 x,x+ 1
 k
 )
 −kϕ(
 x,x
 k
 )
 dx. (3.26)
 Next
 H3 =
 ∫ ∞
 x=−∞
 ∫ x
 k
 t= x−1
 k
 kt ϕtt dtdx,
 and by integration by parts, we get
 H3 =
 ∫ ∞
 x=−∞
 [
 xϕt
 (
 x,x
 k
 )
 −
 (
 x− 1
 k
 )
 ϕt
 (
 x,x− 1
 k
 )
 −
 ∫ x
 k
 t= x−1
 k
 kϕt dt
 ]
 dx
 =
 ∫ ∞
 x=−∞
 [
 xϕt
 (
 x,x
 k
 )
 −
 (
 x− 1
 k
 )
 ϕt
 (
 x,x− 1
 k
 )
 −
 kϕ(
 x,x
 k
 )
 + kϕ
 (
 x,x− 1
 k
 )]
 dx
 and
 H4 =
 ∫ ∞
 x=−∞
 x
 ∫ t= x−1
 k
 t= x
 k
 ϕtt dtdx
 =
 ∫ ∞
 x=−∞
 x
 [
 ϕt
 (
 x,x
 k
 )
 − ϕt
 (
 x,x− 1
 k
 )]
 dx .
 17
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Thus,
 H3 −H4 =
 ∫ ∞
 x=−∞
 ϕt
 (
 x,x− 1
 k
 )
 − kϕ(
 x,x
 k
 )
 + kϕ
 (
 x,x− 1
 k
 )
 dx . (3.27)
 Also, we compute (3.25).
 H5 =
 ∫ ∞
 x=−∞
 ∫ x+1
 k
 t= x−1
 k
 ϕtt dtdx
 =
 ∫ ∞
 x=−∞
 [
 ϕt
 (
 x,x+ 1
 k
 )
 − ϕt
 (
 x,x− 1
 k
 )]
 dx, (3.28)
 and by summing we obtain
 J2 = k
 ∫ ∞
 x=−∞
 [
 ϕ
 (
 x,x+ 1
 k
 )
 − 2ϕ(
 x,x
 k
 )
 + ϕ
 (
 x,x− 1
 k
 )]
 dx. (3.29)
 Consideration of the support of ϕ allows us to write Equation (3.29) as
 J2 = k
 ∫ ∞
 x=−1
 ϕ
 (
 x,x+ 1
 k
 )
 dx− 2k
 ∫ ∞
 x=0
 ϕ(
 x,x
 k
 )
 dx+ k
 ∫ ∞
 x=1
 ϕ
 (
 x,x− 1
 k
 )
 dx.
 (3.30)Using the u-substitutions u = x+1
 k, u = x
 k, and u = x−1
 krespectively in the
 three integrals in Equation (3.30) we get
 J2 = k2
 ∫ ∞
 u=0
 ϕ(ku− 1, u)du− 2k2
 ∫ ∞
 u=0
 ϕ(ku, u)du+ k2
 ∫ ∞
 u=0
 ϕ(ku+ 1, u)du
 (3.31)Then from (3.22) and (3.31), we can say that
 J2 = k2J1,
 and since we can easily find a ϕ that makes J1 6= 0, and since J1 = J2 is therequirement for Uk to be a solution, we must have
 k ± 1.
 4 Our composite materials problem
 We wish to study some of the properties, especially bounds on the gradient,of weak solutions to the following partial differential equation in IR2:
 div(A(~x)∇U) = 0 (4.1)
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We assume that A(~x) is a piecewise-constant matrix-valued function of ourlocation in the plane. We assume that for all ~x ∈ IR2, A(~x) is a symmetricpositive definite matrix. Finally, we make some geometric assumptions aboutthe “cuts” or curves of discontinuity of A(~x), but before explaining theseassumptions we explain a little bit of the physical background which mightlead to Equation (4.1).
 We examine first a situation considered by Yanyan Li and Michael Vo-gelius. (See [LV].) They assumed that they had a fiber-reinforced compositematerial with identical cross-sections, that their fibers were smooth and wereall made of one material with shear modulus equal to a0, and that the ma-trix surrounding the fibers was assumed to have a different and fixed shearmodulus which they took to be 1 for convenience. The shear modulus of amaterial is a positive number which, roughly speaking, measures its strength.They let u represent the out-of-plane elastic displacement, and by modelingthe situation with the equations of linear elasticity, they arrive at Equation(4.1), where they have A(~x) = a0I when ~x is in the fiber and A(~x) = I when~x is in the surrounding matrix. In this setting, the most important quantityfrom an engineering point of view is the stress. The question Li and Vogeliusfocused on was whether or not the stress would remain pointwise boundedif the fibers approached each other. This stress is bounded if and only ifthe gradient of U remains bounded, and so their question became the purelymathematical problem of obtaining good bounds on ∇U . They answeredthis problem by showing that, indeed, with smooth fibers |∇U | is less thana constant depending on the boundary data at every point of the interior ofthe domain, but that this constant is independent of the distance betweenthe fibers.
 We became interested in generalizing this work after first author discussedthis problem with Yanyan Li when he had a post-doctoral appointment atRutgers. Specifically, we now assume that we have 4 different materialswith a point common to their boundaries, and ask if there is a compatibilitycondition which can be imposed in the angles they meet and/or on their shearmoduli such that the stress remains bounded at this vertex. The simplestexample might be a composite in the plane where each quadrant had its ownmaterial with shear moduli a, b, c, and d, as in the figure.
 19

Page 20
                        

ab
 dc
 In this case one can show that ac = bd will lead to solutions which necessarilyhave pointwise bounded stress. This paper attempts to describe this resultand generalize it. The first order of business, however, is simply to establishcompatibility conditions satisfied by the solution of Equation (4.1) alongthe “cuts” of A(~x). These conditions are analogs to the condition that thefunction Uk(x, t) is not a weak solution of the wave equation unless |k| = 1.
 4.1 Definition of weak solution and compatibility con-ditions
 By a weak solution to Equation (4.1) in B1, we will mean a piecewise dif-ferentiable function U such that for any smooth function ϕ which vanishesoutside a compact subset of B1 we have
 ∫
 B1
 ∇ϕ(A(~x)∇u)d~x = 0. (4.2)
 As in the definition of weak solution to the wave equation, this definitiondoes not imply that the divergence of A(~x)∇U exists, and so less regularityis assumed for weak solutions of (4.1) than for classical solutions. Onceagain, however, it is a simple matter to show that wherever div(A(~x)∇U) iscontinuous, it must equal zero just as in Proposition 3.1. So weak solutionswith enough regularity are always classical solutions. Where ∇U has jumpdiscontinuities, it must obey compatibility conditions which are analogs ofthe “Velocity = 1” condition for our weak solutions of the wave equation.We turn to the derivation of these conditions now.
 We want to find compatibility conditions for weak solutions of
 div(A(x)∇U) = 0 in B1
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at points where A(x) has jump discontinuities. Before we can begin thispursuit we need to gather some of the more basic properties of the equation,which we do here:
 Proposition 4.1. Suppose for convenience that
 A(~x) =
 {
 a y ≥ 0b y < 0
 Then
 (a) Equation (4.1) is Linear
 (b) U(x, y) = c0 + c1x is a weak solution of Equation (4.1) for any c0 andc1 ∈ IR
 (c) If U(x, y) is a weak solution of (4.1) with U(0, 0) = 0, then Uε(x, y) =ε−1U(εx, εy) is also a weak solution of (4.1) for all ε, 0 < ε < 1.
 (d) If Un is a sequence of weak solutions of Equation (4.1) in B1 and Un
 converges to U uniformly in B1 and ∇Un converges to ∇U uniformlyin B1, then U is a weak solution of Equation (4.1)
 Proof.
 (a) First item is obvious for classical solutions, and the property of linearityis preserved when considering weak solutions simply by observing thelinearity of the integrals involved.
 (b) The second item is verified by direct computation. Since Ux = c1 andUy = 0, Equation (4.2) can be written as
 I :=
 ∫
 B1
 (ϕx, ϕy)
 (
 A(x)
 (
 c10
 ))
 d~x.
 Then, we compute
 I =
 ∫
 B+
 1
 (ϕx, ϕy) · (ac1, 0)d~x+
 ∫
 B−
 1
 (ϕx, ϕy) · (bc1, 0)d~x
 = ac1
 ∫
 B+
 1
 ϕxd~x+ bc1
 ∫
 B−
 1
 ϕxd~x
 = ac1
 ∫∫
 B+
 1
 ϕxdxdy + bc1
 ∫∫
 B−
 1
 ϕxdxdy.
 21

Page 22
                        

Since ϕ vanishes on the boundary of B1, we can conclude after inte-grating in the x direction,
 I = ac1
 ∫ 1
 0
 (0 − 0)dy + bc1
 ∫ 0
 −1
 (0 − 0)dy = 0.
 Thus U(x, y) = c0 + c1x is a weak solution of Equation (4.1) for any c0and c1 ∈ IR.
 (c) For the third item, we let ~x′ := ε~x so that x′ = εx, y′ = εy, anddA(~x′) = ε2dA(~x). So it follows that ∇xV = ε∇x′V . Now we can checkthat Uε(x, y) = ε−1U(εx, εy) = ε−1U(x′, y′) is a weak solution of (4.1)whenever U is. We assume ϕ ∈ C1
 0 (B1) is otherwise arbitrary.
 I =
 ∫
 B1
 ∇ϕ(~x)A(~x)∇Uε(x, y)dA(~x)
 = ε−1
 ∫
 ~x∈B1
 ∇~xϕ(~x)A(~x)∇~xU(εx, εy)dA(~x)
 = ε−1
 ∫
 ~x′∈Bε
 ∇~xϕ(ε−1~x′)A(ε−1~x′)∇~xU(x′, y′)ε2dA(~x′)
 = ε
 ∫
 ~x′∈Bε
 ∇~xψ(~x′)A(~x′)∇~xU(x′, y′)dA(~x′)
 (4.3)
 where in the last equality we used A(δ~x) = A(~x) for any δ > 0, and welet ψ(~x′) := ϕ(ε−1~x′), so that our function ψ is an arbitrary functionin C1
 0 (Bε) ⊂ C10(B1). Continuing with our integration and using the
 chain rule estimates mentioned above we have
 I = ε3∫
 ~x′∈Bε
 ∇~x′ψ(~x′)A(~x′)∇x′U(~x′)dA(~x′) .
 Now since ψ vanishes outside Bε, we have
 I = ε3∫
 ~x′∈B1
 ∇~x′ψ(~x′)A(~x′)∇x′U(~x′)dA(~x′) = 0
 where the last equality is due to the original assumption that U is aweak solution of Equation (4.1) in B1. Finally we observe by the originaldefinition of I, this computation confirms that Uε must also be a weaksolution in B1.
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(d) For the fourth item, let ϕ ∈ C10 (B1). Then
 ∫
 B1
 ∇ϕ(A(x)∇U)dx
 =
 ∫
 B1
 ∇ϕ(A(x)(∇U −∇Un + ∇Un))dx
 =
 ∫
 B1
 ∇ϕ(A(x)(∇U −∇Un))dx+
 ∫
 B1
 ∇ϕ(A(x)∇Un)dx
 =
 ∫
 B1
 ∇ϕ(A(x)(∇U −∇Un))dx
 Next, we would like to estimate∣
 ∣
 ∣
 ∫
 B1∇ϕ(A(x)∇U)dx
 ∣
 ∣
 ∣. By the last
 computation it is equal to∣
 ∣
 ∣
 ∫
 B1∇ϕ(A(x)(∇U −∇Un))dx
 ∣
 ∣
 ∣. Then we
 can say that∣
 ∣
 ∣
 ∣
 ∫
 B1
 ∇ϕ(A(x)(∇U −∇Un))dx
 ∣
 ∣
 ∣
 ∣
 ≤
 ∫
 B1
 |∇ϕ||A(x)||∇U −∇Un|dx
 ≤ max~x∈B1
 |∇ϕ(~x)| · max{a, b} · max~x∈B1
 |∇U(~x) −∇Un(~x)| · |π|
 ≤ C · max~x∈B1
 |∇U(~x) −∇Un(~x)|
 (4.4)
 where we note that the constant C is independent of n. Now by com-bining the last two computations we have
 ∣
 ∣
 ∣
 ∣
 ∫
 B1
 ∇ϕ(A(x)∇U)dx
 ∣
 ∣
 ∣
 ∣
 ≤ C · max~x∈B1
 |∇U(~x) −∇Un(~x)|
 By taking the limit on both sides as n→ ∞ we get∣
 ∣
 ∣
 ∣
 ∫
 B1
 ∇ϕ(A(x)∇U)dx
 ∣
 ∣
 ∣
 ∣
 ≤ 0
 by the uniform convergence of ∇Un to ∇U . Therefore,∫
 B1
 ∇ϕ(A(x)∇U)dx = 0
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and so U is weak solution of (4.1). ¤
 At this point, we need one more result related to the smoothness of weaksolutions of Equation (4.1). This fact is due to the regularity theory enjoyedby solutions of elliptic partial differential equations and we state it herewithout proof.
 Theorem 4.2. With A(~x) as above, if U(x, y) is a weak solution of Equation
 (4.1) in B1, then U is continuous in B1, is real analytic on B+1 , and is real
 analytic on B−1 .
 (A real analytic function is a function which is equal to its power series,B+
 1 := B1 ∩ {y > 0}, and B−1 := B1 ∩ {y < 0} .)
 Armed with Theorem (4.2) and Proposition (4.1) we can quickly producea necessary compatibility condition satisfied pointwise across the jump dis-continuity of A(~x). We let U+
 y and U−y denote the one sided y-derivatives of
 U along the x-axis.
 Proposition 4.3 (Necessary pointwise compatibility condition). As-sume U is a continuous weak solution of Equation (4.1) in B1 with A(~x)given as in proposition (4.1), then for −1 < x < 1 we have
 aU+y (x, 0) = bU−
 y (x, 0) . (4.5)
 Proof. By the translation invariance in x along with the rescaling propertiesof Equation (4.1), it is clear that it suffices to prove this result when x = 0.So using Theorem (4.2) we express our solution U(x, y) as follows
 U(x, y) =
 {
 C0 + C1x+ C+2 y + C11x
 2 + C+12xy + C+
 22y2 + · · · y ≥ 0
 C0 + C1x+ C−2 y + C11x
 2 + C−12xy + C−
 22y2 + · · · y ≤ 0
 Obviously, U+y (x, 0) = C+
 2 and U−y (x, 0) = C−
 2 , so we need to show aC+2 =
 bC−2 to prove our theorem.By using Proposition (4.1)(a) and (4.1)(b), we know U(x, y) := U(x, y)−
 C0 − C1x is still a weak solution of Equation (4.1). By proposition (4.1)(c),Uε(x, y) := ε−1U(εx, εy) is still a solution. Now a bit of algebra shows
 Uε(x, y) =
 {
 C+2 y + εC11x
 2 + εC+12xy + εC+
 22y2 +O(ε2) y ≥ 0
 C−2 y + εC11x
 2 + εC−12xy + εC−
 22y2 +O(ε2) y ≤ 0,
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and Uε(x, y) = converges to
 U0(x, y) =
 {
 C+2 y y ≥ 0
 C−2 y y ≤ 0
 as ε → 0. Since the convergence of Uε to U0 is uniform in B1, and since ashort estimation shows that ∇Uε converges uniformly (and that it convergesto ∇U0), we can now use Proposition (4.1)(d) to conclude that U0 is a weaksolution of Equation (4.1). Knowing that U0 is a weak solution of Equation(4.1) allows us to say that for any ϕ ∈ C1
 0 (B1), we must have
 0 =
 ∫
 B1
 ∇ϕ(A(x)∇U0)dA.
 On the other hand,
 ∫
 B1
 ∇ϕ(A(x)∇U0)dA
 = a
 ∫
 B+
 1
 (ϕx, ϕy) · (0, C+2 )dA+ b
 ∫
 B−
 1
 (ϕx, ϕy) · (0, C−2 )dA
 = aC+2
 ∫
 B+
 1
 ϕy dydx+ bC−2
 ∫
 B−
 1
 ϕy dydx
 = aC+2
 (
 0 −
 ∫
 {y=0}
 ϕ(x, 0) dx
 )
 + bC−2
 (∫
 {y=0}
 ϕ(x, 0) dx− 0
 )
 =(
 −aC+2 + bC−
 2
 )
 ∫
 {y=0}
 ϕ(x, 0) dx.
 By choosing ϕ to ensure that the integral does not vanish, we conclude thataC+
 2 = bC−2 . ¤
 So of course we know now that across the x-axis we must satisfy Equation(4.5). We now show that for weak solutions of Equation (4.1), Equation (4.5)is the only condition we require on the x-axis.
 Proposition 4.4 (Sufficient pointwise compatibility conditions). TakeA(~x) as above. Assume U is a continuous piecewise differentiable functionsuch that ∆U = 0 in B+
 1 , ∆U = 0 in B−1 , and aU+
 y (x, 0) = bU−y (x, 0) for all
 x ∈ (−1, 1). Then U is a weak solution of Equation (4.1).
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Proof. We let ϕ ∈ C10 (B1) and use Green’s identities and our assumptions
 to compute∫
 B1
 ∇ϕA(x)∇Ud~x
 = a
 ∫
 B+
 1
 ∇ϕ · ∇Ud~x+ b
 ∫
 B−
 1
 ∇ϕ · ∇Ud~x
 = − a
 ∫
 B+
 1
 ϕ∆Ud~x+ a
 ∫
 ∂B+
 1
 ϕ∂U
 ∂ndH1 − b
 ∫
 B−
 1
 ϕ∆Ud~x+ b
 ∫
 ∂B−
 1
 ϕ∂U
 ∂ndH1
 = a
 ∫
 {y=0}∩∂B+
 1
 ϕ∂U
 ∂ndx+ b
 ∫
 {y=0}∩∂B−
 1
 ϕ∂U
 ∂ndx
 =
 ∫
 {y=0}∩∂B+
 1
 ϕ(−aU+y (x, 0))dx+
 ∫
 {y=0}∩∂B−
 1
 ϕ(bU−y (x, 0))dx
 = −
 ∫
 {y=0}
 ϕ(aU+y )dx+
 ∫
 {y=0}
 ϕ(aU+y )dx
 = 0. ¤
 4.2 Applying the compatibility conditions to our set-ting
 In the previous section we took A(~x) to equal a in the upper half plane andb in the lower half plane simply for convenience. Obviously we would obtaina similar compatibility condition across any linear “cut” of A(~x). If we nowtake
 A(~x) =
 a 0 ≤ θ < π2
 b π2≤ θ < π
 c π ≤ θ < 3π2
 d 3π2≤ θ < 2π
 (4.6)
 (with A(0, 0) defined arbitrarily), then except for the behavior at the originthe following theorem is proven with the exact same arguments as Proposition(4.3) and Proposition (4.4).
 Theorem 4.5. Take A(~x) as defined in Equation (4.6), and assume U(~x) isa continuous function which is piecewise differentiable and whose derivativesare bounded. Then U(~x) is a weak solution of Equation (4.1) if and only if
 (a) ∆U = 0 within each open quadrant, and
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(b) U satisfies the compatibility conditions
 (i) aU+x (0, y) = bU−
 x (0, y) y > 0
 (ii) bU+y (x, 0) = cU−
 y (x, 0) x < 0
 (iii) cU−x (0, y) = dU+
 x (0, y) y < 0
 (iv) dU−y (x, 0) = aU+
 y (x, 0) x > 0.
 Proof. This theorem is obvious except for potential trouble at the origin. Infact, the necessity of the conditions above follows exactly as before. There-fore, to prove the theorem, we need only to show that if U satisfies bothconditions a & b, then U must be a weak solution. So we assume U(x, y)satisfies a & b above and we let ϕ ∈ C1
 0 (B1) and we want to show
 ∫
 B1
 ∇ϕ(A(~x)∇U)d~x = 0.
 Let ψ(~x) be a function which satisfies
 1) ψ ∈ C1(IR2)
 2) 0 ≤ ψ ≤ 1
 3) ψ ≡ 1 on B 1
 2
 4) ψ ≡ 0 outside B 3
 4
 5) |∇ψ| ≤ 4 .
 (It is a simple exercise to construct such a ψ.) We will use this auxiliaryfunction to separate the integral into a integral away from the origin whichvanishes from our conditions on U exactly as in the previous proposition,and an integral near the origin, which we will be able to make arbitrarilysmall.
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Now observe that for any 0 < ε < 1, we have∫
 B1
 ∇ϕ(~x)(A(~x)∇U(~x))d~x
 =
 ∫
 B1
 ∇ϕ(~x)
 (
 1 − ψ
 (
 ~x
 ε
 )
 + ψ
 (
 ~x
 ε
 ))
 A(~x)∇U(~x)d~x
 =
 ∫
 B1
 ∇
 (
 ϕ(~x)
 (
 1 − ψ
 (
 ~x
 ε
 )))
 A(~x)∇U(~x)d~x
 +
 ∫
 B1
 ∇
 (
 ϕ(~x)ψ
 (
 ~x
 ε
 ))
 A(~x)∇U(~x)d~x
 =
 ∫
 B1\B ε2
 ∇ (ϕ◦ε(~x)A(~x)∇U(~x)d~x+
 ∫
 Bε
 ∇(
 ϕiε(~x)
 A(~x)∇U(~x)d~x
 where
 ϕ◦ε(~x) := ϕ(~x)
 (
 1 − ψ
 (
 ~x
 ε
 ))
 and
 ϕiε(~x) := ϕ(~x)
 (
 ψ
 (
 ~x
 ε
 ))
 The integral over B1 \ B ε
 2vanishes after splitting it into the component
 quadrants, using Green’s identity, and applying the compatibility conditionson U . This computation is essentially the same as the computation in theproof of Proposition (4.3). So we are left with the equality
 ∣
 ∣
 ∣
 ∣
 ∫
 B1
 ∇ϕ(~x)A(~x)∇U(~x)d~x
 ∣
 ∣
 ∣
 ∣
 =
 ∣
 ∣
 ∣
 ∣
 ∫
 Bε
 ∇(
 ϕiε
 )
 A(~x)∇U(~x)d~x
 ∣
 ∣
 ∣
 ∣
 for any ε > 0. On the other hand we can estimate∣
 ∣
 ∣
 ∣
 ∫
 Bε
 ∇(
 ϕiε
 )
 A(~x)∇U(~x)d~x
 ∣
 ∣
 ∣
 ∣
 ≤
 ∫
 Bε
 ∣
 ∣∇(
 ϕiε
 )∣
 ∣ |A(~x)| |∇U(~x)| d~x
 ≤ max{a, b, c, d}maxx∈B1
 |∇U(~x)|maxx∈Bε
 ∣
 ∣∇(
 ϕiε
 )∣
 ∣ · πε2
 ≤ max{a, b, c, d}maxx∈B1
 |∇U(~x)| · (C · ε−1) · πε2
 = Cεmaxx∈B1
 |∇U(~x)|
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Since we have assumed ∇U is bounded, and since ε can be arbitrarily small,we must have
 ∣
 ∣
 ∣
 ∣
 ∫
 B1
 ∇ϕ(~x)(A(~x)∇U(~x))d~x
 ∣
 ∣
 ∣
 ∣
 = 0
 which proves the theorem. ¤
 4.3 Synthesis of previous results
 We can now use Theorem (4.5) and what we know about the separatedsolutions of Laplace’s Equation to attempt to construct a family of orthogonalsolutions to Equation (4.1). We are particularly interested in confirming threeproperties of any family we find:
 1. Is the family orthogonal, and if yes, what is the correct notion of dotproduct for this orthogonality? In other words, is there an analogue ofEquation (2.2)?
 2. Is the family complete? In other words, is there an analogue of Theorem(2.1)?
 3. Do all of the solutions in our family have bounded gradients near theorigin?
 In the case where ac = bd, we have the following family of solutionsobtained by “glueing” together the rn cosnθ and rn sinnθ functions in a waywhich satisfies the compatibility conditions. We define the following functionsfor j ≥ 0 :
 Φ1,j(r, θ) :=
 {
 c [r2j+1 cos((2j + 1)θ)] −π/2 ≤ θ ≤ π/2d [r2j+1 cos((2j + 1)θ)] π/2 ≤ θ ≤ 3π/2
 Φ2,j(r, θ) :=
 {
 c [r2j+1 sin((2j + 1)θ)] 0 ≤ θ ≤ πb [r2j+1 sin((2j + 1)θ)] π ≤ θ ≤ 2π
 Φ3,j(r, θ) :=
 [
 r2j cos(2jθ)
 ]
 Φ4,j(r, θ) :=
 a−1 [r2j sin(2jθ)] 0 ≤ θ < π/2b−1 [r2j sin(2jθ)] π/2 ≤ θ < πc−1 [r2j sin(2jθ)] π ≤ θ < 3π/2d−1 [r2j sin(2jθ)] 3π/2 ≤ θ < 2π .
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It follows by Sturm-Liouville theory that the set above is complete, and byinspection it is clear that the gradients are all bounded in B1. A long butelementary computation shows that the functions Φi,j(1, θ) are orthogonal inL2(S1;A(1, θ) dθ), and it is also simple to show that
 div(A(r, θ)∇Φi,j) = 0 .
 The space L2(S1;A(1, θ) dθ) is exactly like the space L2(S1), except thatinstead of asking that functions satisfy
 ∫ 2π
 0
 f(θ)2 dθ <∞ ,
 we require∫ 2π
 0
 f(θ)2 A(1, θ) dθ <∞ .
 Of course since the constants a, b, c, and d are positive constants boundedaway from 0 and ∞, it is clear that the functions in L2(S1;A(1, θ) dθ) arethe same as the functions in L2(S1) . On the other hand, in this space, thedot product between two functions, f and g is defined by
 f · g :=
 ∫ 2π
 0
 f(θ)g(θ) A(1, θ) dθ ,
 so the “geometry” of these functions is different.
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