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 1 Introduction
 Mean field game theory is devoted to the analysis of differential games with a (very) largernumber of “small” players. By “small” player, we mean a player who has very little influenceon the overall system. This theory has been recently developed by J.-M. Lasry and P.-L. Lionsin a series of papers [42, 43, 44, 45] and presented though several lectures of P.-L. Lions at theCollege de France. Its name comes from the analogy with the mean field models in mathematicalphysics which analyses the behavior of many identical particles (see for instance Sznitman’snotes [52]). Related ideas have been developed independently, and at about the same time, byHuang-Caines-Malhame [32, 33, 34, 35].
 The aim of these notes is to present in a simplified framework some of the ideas developedin the above references. It is not our intention to give a full picture of this fast growing area: wewill only select a few topics, but will try to provide an approach as self content as possible. Westrongly advise the interested reader to go back to the original works by J.-M. Lasry and P.-L.Lions for further and sharper results. Let us also warn the reader that these note only partiallyreflect the state of the art by 2008: for lack of time we did not cover the lectures of Pierre-LouisLions at College de France for the years 2009 and 2010.
 The typical model for Mean Field Games (FMG) is the following system(i) −∂tu− ν∆u+H(x,m,Du) = 0 in Rd × (0, T )
 (ii) ∂tm− ν∆m− div (DpH(x,m,Du)m) = 0 in Rd × (0, T )(iii) m(0) = m0 , u(x, T ) = G(x,m(T ))
 (1)
 In the above system, ν is a nonnegative parameter. The first equation has to be understoodbackward in time and the second on is forward in time. There are two crucial structure conditionsfor this system: the first one is the convexity of H = H(x,m, p) with respect to the last variable.This condition implies that the first equation (a Hamilton-Jacobi equation) is associated withan optimal control problem. This first equation shall be the value function associated with a
 2
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typical small player. The second structure condition is that m0 (and therefore m(t)) is (thedensity of) a probability measure.
 The heuristic interpretation of this system is the following. An average agent controls thestochastic differential equation
 dXt = αtdt+√
 2νBt
 where (Bt) is a standard Brownian motion. He aims at minimizing the quantity
 E[∫ T
 0
 1
 2L(Xs,m(s), αs)ds+G(XT ,m(T ))
 ],
 where L is the Fenchel conjugate of H with respect to the p variable. Note that in this cost theevolution of the measure ms enters as a parameter.
 The value function of our average player is then given by (1-(i)). His optimal control is—atleast heuristically—given in feedback form by α∗(x, t) = −DpH(x,m,Du). Now, if all agentsargue in this way, their repartition will move with a velocity which is due, on the one hand, tothe diffusion, and, one the other hand, on the drift term −DpH(x,m,Du). This leads to theKolmogorov equation (1-(ii)).
 The mean field game theory developed so far has been focused on two main issues: firstinvestigate equations of the form (1) and give an interpretation (in economics for instance) ofsuch systems. Second analyze differential games with a finite but large number of players andlink their limiting behavior as the number of players goes to infinity and equation (1).
 So far the first issue is well understood and well documented. The original works by Lasryand Lions give a certain number of conditions under which equation (1) has a solution, discuss itsuniqueness and its stability (see also Huang-Caines-Malhame [32, 33, 34, 35]). Several papers alsostudy the numerical approximation of the solution of (1): see Achdou and Capuzzo Dolcetta [1],Achdou, Camilli and Capuzzo Dolcetta [2], Gomes, Mohr and Souza [26], Lachapelle, Salomonand Turinici [40]. The mean field games theory seem also paticularly adapted to modelizeproblems in economics: see Gueant [28], [29], Lachapelle [39], Lasry, Lions, Gueant [46], and thereferences therein.
 As for the second part of the program, the limiting behavior of differential games when thenumber of players tend to infinity has been understood only for ergodic differential games [45].The general case remains largely open.
 The largest part of this paper is dedicated to the first issue, and we only consider the secondone in an oversimplified framework. These notes are organized as follows. We first study as atoy example classical (one-shot) games with a very large number of identical players: this allowsto present some typical phenomena for functions of many variables. We start the analysis ofmean field games with the second order case (i.e. when ν = 1). If we assume (to fix the ideas)that F and G are regularizing, then existence of a solution of (1) is fairly easy. As a byproduct,we provide an interpretation of the mean-field system for a large (but finite) number of players.Then we turn to first order mean field equation (ν = 0): in this case existence of a solution ismore involved and strongly relies on the regularizing properties of F and G. Then we summarizesome typical results on the space of probability measures needed for the rest of the presentation.The end of the notes is devoted on the one hand to an approach of Hamilton-Jacobi in theWasserstein space and, on another hand, to some heuristic derivation of the mean field equationfrom a system of Nash equilibria for a large number of players.
 3
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2 Nash equilibria in games with a large number of players
 Before starting the analysis of differential games with a large number of players, it is not unin-teresting to have a look at this question for classical (one-shot) games.
 The general framework is the following: let N be a (large) number of players. We assumethat the players are symmetric. In particular, the set of strategies Q is the same for all players.We denote by FNi = FNi (x1, . . . , xN ) the payoff (= the cost) of player i ∈ 1, . . . , N. Oursymmetry assumption means that
 FNσ(i)(xσ(1), . . . , xσ(N)) = Fi(x1, . . . , xN )
 for all permutation σ on 1, . . . , N. We consider Nash equilibria for this game and want toanalyse their behavior as N → +∞.
 For this we first describe the limit of maps of many variable. We proceed with the analysisof the limit of Nash equilibria in pure, and then in mixed, strategies. We finally discuss theuniqueness of the solution of the limit equation and present some examples.
 2.1 Symmetric functions of many variables
 Let Q be a compact metric space and uN : QN → R be a symmetric function:
 uN (x1, . . . , xN ) = uN (xσ(1), . . . , xσ(n)) for any permutation σ on 1, . . . , n.
 Our aim is to define a limit for the uN .For this let us introduce the set P(Q) of Borel probability measures on Q. This set is endowed
 with the topology of weak-* convergence: a sequence (mN ) of P(Q) converges to m ∈ P(Q) if
 limN
 ∫Qϕ(x)dmN (x) =
 ∫Qϕ(x)dm(x) ∀ϕ ∈ C0(Q) .
 Let us recall that P(Q) is a compact metric space for this topology, which can be metrized bythe distance (often called the Kantorowich-Rubinstein distance)
 d1(µ, ν) = sup∫Qfd(µ− ν) where f : Q→ R is 1−Lipschitz continuous .
 Other formulations for this distance will be given later (section 5).In order to show that the (uN ) have a limit, we assume the following:
 1. (Uniform bound) there is some C > 0 with
 ‖uN‖L∞(Q) ≤ C (2)
 2. (Uniform continuity) there is a modulus of continuity ω independant of n such that
 |uN (X)− uN (Y )| ≤ ω(d1(mNX ,m
 NY )) ∀X,Y ∈ QN , ∀n ∈ N, (3)
 where mNX = 1
 n
 ∑Ni=1 δxi and mN
 Y = 1n
 ∑Ni=1 δyi if X = (x1, . . . , xN ) and Y = (y1, . . . , yN ).
 Theorem 2.1 If the uN are symmetric and satisfy (2) and (3), then there is a subsequence(unk) of (uN ) and a continuous map U : P(Q)→ R such that
 limk→+∞
 supX∈Qnk
 |unk(X)− U(mnkX )| = 0 .
 4
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Proof of Theorem 2.1: Without loss of generality we can assume that the modulus ω isconcave. Let us define the sequence of maps UN : P(Q)→ R by
 UN (m) = infX∈QN
 uN (X) + ω(d1(mN
 X ,m))
 ∀m ∈ P(Q) .
 Then, by condition (3), UN (mNX) = uN (X) for any X ∈ QN . Let us show that the UN have ω
 for modulus of continuity on P(Q): indeed, if m1,m2 ∈ P(Q) and if X ∈ QN is ε−optimal inthe definition of UN (m2), then
 UN (m1) ≤ uN (X) + ω(d1(mNX ,m1))
 ≤ UN (m2) + ε+ ω(d1(mNX ,m2) + d1(m1,m2))− ω(d1(mN
 X ,m2))≤ UN (m2) + ω(d1(m1,m2)) + ε
 because ω is concave. Hence the UN are equicontinuous on the compact set P(Q) and uniformlybounded. We complete the proof thanks to Ascoli Theorem.
 Remark 2.2 Some uniform continuity condition is needed: for instance if Q is a compactsubset of Rd and uN (X) = maxi |xi|, then uN “converges” to U(m) = supx∈spt(m) |x| which isnot continuous. Of course the convergence is not uniform.
 Remark 2.3 If Q is a compact subset of some finite dimensional space Rd, a typical conditionwhich ensures (3) is the existence of a constant C > 0, independent of N , such that
 supi=1,...,N
 ‖DxiuN‖∞ ≤C
 N∀N .
 2.2 Limits of Nash equilibria in pure strategies
 Let Q be a compact metric space and P(Q) be the set of Borel probability measures on Q.We consider a one-shot game with a large number N of players. Our main assumption
 is that the payoffs FN1 , . . . , FNN of the players are symmetric. In particular, under suitablebounds and uniform continuity, we know from Theorem 2.1 that the FNi have a limit, whichhas the form F (x,m) (the dependence on x is here to keep track of the fact of the dependencein i of the function FNi ). So the payoffs of the players are very close to payoffs of the formF (x1,
 1N−1
 ∑j≥2 δxj ), . . . , F (xN ,
 1N−1
 ∑j≤N−1 δxj ).
 In order to keep the presentation as simple as possible, we suppose that the payoffs havealready this form. That is, we suppose that there is a continuous map F : Q× P(Q)→ R suchthat, for any i ∈ 1, . . . , N
 FNi (x1, . . . , xN ) = F
 xi, 1
 N − 1
 ∑j 6=i
 δxj
 ∀(x1, . . . , xN ) ∈ QN .
 Let us recall that a Nash equilibrium for the game (FN1 , . . . , FNN ) is an element (xN1 , . . . , xNN ) ∈
 QN such that
 FNi (xN1 , . . . , xNi−1, yi, x
 Ni+1, . . . , x
 NN ) ≥ FNi (xN1 , . . . , x
 NN ) ∀yi ∈ Q .
 We set
 XN = (xN1 , . . . , xNN ) and mN =
 1
 N
 N∑i=1
 δxNi.
 5
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Theorem 2.4 Assume that, for any N , XN = (xN1 , . . . , xNN ) is a Nash equilibrium for the game
 FN1 , . . . , FNN . Then up to a subsequence, the sequence of measures (mN ) converges to a measurem ∈ P(Q) such that ∫
 QF (y, m)dm(y) = inf
 m∈P(Q)
 ∫QF (y, m)dm(y) . (4)
 Remark 2.5 The “mean field equation” (4) is equivalent to saying that the support of m iscontained in the set of minima of F (y, m).
 Indeed, if Sptm ⊂ arg −miny∈QF (y, m), then clearly m satisfies (4). Conversely, if (4)holds, then choosing m = δx shows that
 ∫Q F (y, m)dm(y) ≤ F (x, m) for any x ∈ Q. Therefore∫
 Q F (y, m)dm(y) ≤ minx∈Q F (x, m), which implies that m is supported in arg −miny∈QF (y, m).
 Remark 2.6 The result is not completely satisfying because it requires the existence of Nashequilibria in the N−player game, which does not always hold. However there always exists Nashequilibria in mixed strategies, i.e., when the player are allowed to randomize their behavior byplaying strategies in P(Q) instead of Q. We discuss this issue below.
 Proof : Without loss of generality we can assume that the sequence (mN ) converges to somem. Let us check that m satisfies (4).
 For this we note that, by definition, the measure δxNiis a minimum of the problem
 infm∈P(Q)
 ∫QF (y,
 1
 N − 1
 ∑j 6=i
 δxNj)dm(y) .
 Since
 d
 1
 N − 1
 ∑j 6=i
 δxNj, mN
 ≤ 2
 N,
 and since F is continuous, the measure δxNiis also ε−optimal for the problem
 infm∈P(Q)
 ∫QF (y, mN )dm(y)
 as soon as N is sufficiently large. By linearity, so is mN :∫QF (y, mN )dmN (y) ≤ inf
 m∈P(Q)
 ∫QF (y, mN )dm(y) + ε .
 Letting N → +∞ gives the result.
 2.3 Limit of Nash equilibria in mixted strategies
 We now assume that the players play the same game FN1 , . . . , FNN as before, but there are allowedto play in mixed strategies, i.e., they minimize over elements of P(Q) instead of minimizing overelements of Q (which are now viewed as pure strategies). If the players play the mixed strategiesπ1, . . . , πN ∈ P(Q), then the outcome of Player i (still denoted, by abuse of notation, F iN ) is
 F iN (π1, . . . , πN ) =
 ∫QN
 F iN (x1, . . . , xN )dπ1(x1) . . . dπN (xN ) ,
 6
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or, recalling the definition of FN1 , . . . , FNN ,
 F iN (π1, . . . , πN ) =
 ∫QN
 F
 xi, 1
 N − 1
 ∑j 6=i
 δxj
 dπ1(x1) . . . dπN (xN ) .
 The notion of Nash equilibria in mixted strategies can be defined as before: (π1, . . . , πN ) ∈(P(Q))N is a Nash equilibrium if, for any i ∈ 1, . . . , N,
 F iN (π1, . . . , πN ) ≤ FNi ((πj)j 6=i, πi) ∀πi ∈ P(Q) .
 Note that the above inequality is equivalent to
 F iN (π1, . . . , πN ) ≤ FNi ((πj)j 6=i, xi) ∀xi ∈ Q .
 Nash Theorem states that Nash equilibria in mixted strategies do exist (see Theorem 8.3below). In fact, because of the special struture of the game, there also exists symmetric Nashequilibria, i.e., equilibria of the form (π, . . . , π), where π ∈ P(Q) (Theorem 8.4).
 Theorem 2.7 We assume that F is Lipschitz continuous. Let, for any N , (πN , . . . , πN ) bea symmetric Nash equilibrium in mixed strategies for the game FN1 , . . . , FNN . Then, up to asubsequence, (πN ) converges to a measure m satisfying (4).
 Remark 2.8 In particular the above Theorem proves the existence of a solution to the “meanfield equation” (4).
 Proof: Let m be a limit, up to subsequences, of the (πN ). Since the map xj → F (y, 1N−1
 ∑j 6=i δxj )
 is Lip(F )/(N − 1)−Lipschitz continuous, we have, by definition of the distance d1,∣∣∣∣∣∣∫QN−1
 F (y,1
 N − 1
 ∑j 6=i
 δxj )∏j 6=i
 dπN (xj)−∫QN−1
 F (y,1
 N − 1
 ∑j 6=i
 δxj )∏j 6=i
 dm(xj)
 ∣∣∣∣∣∣≤ (Lip(F ) + ‖F‖∞)d1(πN , m) ∀y ∈ Q .
 (5)
 A direct application of the Hewitt and Savage Theorem (see Theorem 5.10 below) gives
 limN→+∞
 ∫QN−1
 F (y,1
 N − 1
 ∑j 6=i
 δxj )∏j 6=i
 dm(xj) = F (y, m) , (6)
 where the convergence is uniform with respect to y ∈ Q thanks to the (Lipschitz) continuity ofF . Since (π1, . . . , πN ) is a Nash equilibrium, inequality (5) implies that, for any ε > 0 and if wecan choose N large enough,∫
 QNF (y,
 1
 N − 1
 ∑j 6=i
 δxj )∏j 6=i
 dm(xj)dm(xi) ≤∫QN
 F (y,1
 N − 1
 ∑j 6=i
 δxj )∏j 6=i
 dm(xj)dm(xi) + ε ,
 for any m ∈ P(Q). Letting N → +∞ on both sides of the inequality gives, in view of (6),∫QF (xi, m)dm(xi) ≤
 ∫QF (xi, m)dm(xi) + ε ∀m ∈ P(Q) ,
 which gives the result, since ε is arbitrary.
 7
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2.4 A uniqueness result
 One obtains the full convergence of the measure mN (or πN ) if there is a unique measure msatisfying the condition (4). This is the case under the following assumption:
 Proposition 2.9 Assume that F satisfies∫Q
 (F (y,m1)− F (y,m2))d(m1 −m2)(y) > 0 ∀m1 6= m2 . (7)
 Then there is at most one measure satisfying (4).
 Remark 2.10 Requiring at the same time the continuity of F and the above monotonicitycondition seems rather restrictive for applications.
 Condition (7) is more easily fulfilled for mapping defined on strict subsets of P(Q). Forinstance, if Q is a compact subset of Rd of positive measure and Pac(Q) is the set of absolutelycontinuous measures on Q (absolutely continuous with respect to the Lebesgue measure), then
 F (y,m) =
 G(m(y)) if m ∈ Pac(Q)+∞ otherwise
 satisfies (7) as soon as G : R→ R is continuous and increasing.If we assume that Q is the closure of some smooth open bounded subset Ω of Rd, another
 example is given by
 F (y,m) =
 um(y) if m ∈ Pac(Q) ∩ L2(Q)+∞ otherwise
 where um is the solution in H1(Q) of−∆um = m in Ωum = 0 on ∂Ω
 Note that in this case the map y → F (y,m) is continuous.
 Proof of Proposition 2.9: Let m1, m2 satisfying (4). Then∫QF (y, m1)dm1(y) ≤
 ∫QF (y, m1)dm2(y)
 and ∫QF (y, m2)dm2(y) =
 ∫QF (y, m2)dm1(y) .
 Therefore ∫Q
 (F (y, m1)− F (y, m2))d(m1 − m2)(y) ≤ 0 ,
 which implies that m1 = m2 thanks to assumption (7).
 8
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2.5 Example: potential games
 The heuristic idea is that, if F (x,m) can somehow be represented as the derivative of somemapping Φ(x,m) with respect to the m−variable, and if the problem
 infm∈P(Q)
 ∫Q
 Φ(x,m)dx
 has a minimum m, then ∫Q
 Φ′(x, m)(m− m) ≥ 0 ∀m ∈ P(Q) .
 So ∫QF (x, m)dm ≥
 ∫QF (x, m)dm ∀m ∈ P(Q) ,
 which shows that m is an equilibrium.For instance let us assume that
 F (x,m) =
 V (x)m(x) +G(m(x)) if m ∈ Pac(Q)+∞ otherwise
 where V : Q → R is continuous and G : (0,+∞) → R is continuous, strictly increasing, withG(0) = 0 and G(s) ≥ cs for some c > 0. Then let
 Φ(x,m) = V (x)m(x) +H(m(x)) if m is a.c.
 where H is a primitive of G with H(0) = 0. Note that G is strictly convex with G(s) ≥ c2s
 2−ds.Hence the problem
 infm∈Pac(Q)
 ∫QV (x)m(x) +H(m(x)) dx
 has a unique solution m ∈ L2(Q). Then we have, for any m ∈ Pac(Q),∫Q
 (V (x) +G(m(x)))m(x)dx ≥∫Q
 (V (x) +G(m(x)))m(x)dx ,
 so that m satisfies (a slightly modified version of) the mean field equation (4). In particular, wehave V (x) +G(m(x)) = miny V (y) +G(m(y)) for any x ∈ Spt(m). Let us set λ = miny V (y) +G(m(y)). Then
 m(x) = G−1((λ− V (x))+)
 For instance, if we plug formally Q = Rd, V (x) = |x|22 and G(s) = log(s) into the above equality,
 we get m(x) = e−|x|2/2/(2π)d/2.
 2.6 Comments
 There is a huge literature on games with a continuum of players, starting from the seminal workby Aumann [7]. See for instance the paper by Carmona [14] for recent results and overview.Here we only consider the simplest framework of games with identical players.
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3 Analysis of second order MFEs
 Let us start our investigation of Mean Field Games with the case of second order equations.(i) −∂tu−∆u+
 1
 2|Du|2 = F (x,m) in Rd × (0, T )
 (ii) ∂tm−∆m− div (m Du) = 0 in Rd × (0, T )
 (iii) m(0) = m0 , u(x, T ) = G(x,m(T )) in Rd(8)
 Our aim is to prove the existence of classical solutions for this system and give some interpre-tation in terms of game with finitely many players.
 For this our main assumption is that F and G are regularizing on the set of probabilitymeasures on Rd. To make our life simple, we assume that all measures considered in this sectionhave a finite first order moment: let P1 be the set of such Borel probability measures m onRd such that
 ∫Rd |x|dm(x) < +∞. The set P1 can be endowed with following (Kantorovitch-
 Rubinstein) distance:
 d1(µ, ν) = infγ∈Π(µ,ν)
 [∫R2d
 |x− y|dγ(x, y)
 ](9)
 where Π(µ, ν) is the set of Borel probability measures on R2d such that γ(A× Rd) = µ(A) andγ(Rd × A) = ν(A) for any Borel set A ⊂ Rd. This distance is directly related with the oneintroduced in the previous section (see section 5).
 Here are our main assumptions on F , G and m0: we suppose that there is some constant C0
 such that
 1. (Bounds on F and G) F and G are uniformly bounded by C0 over Rd × P1.
 2. (Lipschitz continuity of F and G)
 |F (x1,m1)− F (x2,m2)| ≤ C0 [|x1 − x2|+ d1(m1,m2)] ∀(x1,m1), (x2,m2) ∈ Rd ×P1 .
 and
 |G(x1,m1)−G(x2,m2)| ≤ C0 [|x1 − x2|+ d1(m1,m2)] ∀(x1,m1), (x2,m2) ∈ Rd ×P1 .
 3. The probability measurem0 is absolutely continuous with respect to the Lebesgue measure,has a Holder continuous density (still denoted m0) which satisfies
 ∫Rd |x|
 2m0(x)dx < +∞.
 A pair (u,m) is a classical solution to (8) if u,m : Rd × [0, T ] → R are continuous, of classC2 in space and C1 in time and (u,m) satisfies (8) in the classical sense. The main result of thissection is the following:
 Theorem 3.1 Under the above assumptions, there is at least one classical solution to (8).
 The proof is relatively easy and relies on basic estimates for the heat equation as well assome remarks on the Fokker-Planck equation (8-(ii)).
 3.1 On the Fokker-Planck equation
 Let b : Rd× [0, T ]→ R be a given vector field. Our aim is to analyse the Fokker-Planck equation∂tm−∆m− div (m b) = 0 in Rd × (0, T )m(0) = m0
 (10)
 as an evolution equation is the space of probability measures. We assume here that the vectorfield b : Rd × [0, T ]→ Rd is continuous, uniformly Lipschitz continuous in space, and bounded.
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Definition 3.2 (Weak solution to (10)) We say that m is a weak solution to (10) if m ∈L1([0, T ],P1) is such that, for any test function ϕ ∈ C∞c (Rd × [0, T )), we have∫
 Rdφ(x, 0)dm0(x) +
 ∫ T
 0
 ∫Rd
 (∂tϕ(x, t) + ∆ϕ(x, t) + 〈Dϕ(x, t), b(x, t)〉) dm(t)(x) = 0 .
 In order to analyse some particular solutions of (10), it is convenient to introduce the fol-lowing stochastic differential equation (SDE)
 dXt = b(Xt, t)dt+√
 2dBt, t ∈ [0, T ]X0 = Z0
 (11)
 where (Bt) is a standard d−dimensional Brownian motion over some probability space (Ω,A,P)and where the initial condition Z0 ∈ L1(Ω) is random and independent of (Bt). Under the aboveassumptions on b, there is a unique solution to (11). This solution is closely related to equation(10):
 Lemma 3.3 If L(Z0) = m0, then m(t) := L(Xt) a weak solution of (10).
 Proof : This is a straightforward consequence of Ito’s formula, which says that, if ϕ :Rd × [0, T ]→ R is bounded, of class C2 in space and C1 in time, then
 ϕ(Xt, t) = ϕ(Z0, 0)
 +
 ∫ t
 0[ϕt(Xs, s) + 〈Dϕ(Xs, s), b(Xs, s)〉+ ∆ϕ(Xs, s)] ds+
 ∫ t
 0〈Dϕ(Xs, s), dBs〉 .
 Taking the expectation on both sides of the equality, we have, since
 E[∫ t
 0〈Dϕ(Xs, s), dBs〉
 ]= 0
 because t→∫ t
 0 〈Dϕ(Xs, s), dBs〉 is a martingale,
 E [ϕ(Xt, t)] = E[ϕ(Z0, 0) +
 ∫ t
 0[ϕt(Xs, s) + 〈Dϕ(Xs, s), b(Xs, s)〉+ ∆ϕ(Xs, s)] ds
 ].
 So by definition of m(t), we get∫Rdϕ(x, t)dm(t)(x) =
 ∫Rdϕ(x, 0)dm0(x)
 +
 ∫ t
 0
 ∫Rd
 [ϕt(x, s) + 〈Dϕ(x, s), b(x, s)〉+ ∆ϕ(x, s)] dm(s)(x) ds ,
 i.e., m is a weak solution to (10).
 This above interpretation of the continuity equation allows to get very easily some estimateson the map t→ m(t) in P2.
 Lemma 3.4 Let m be defined as above. There is a constant c0 = c0(T ), such that
 d1(m(t),m(s)) ≤ c0(1 + ‖b‖∞)|t− s|12 ∀s, t ∈ [0, T ] .
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Proof : Recalling the definition of d1 we note that the law γ of the pair (Xt, Xs) belongsto Π(m(t),m(s)), so that
 d1(m(t),m(s)) ≤∫R2d
 |x− y|dγ(x, y) = E [|Xt −Xs|] .
 Therefore, if for instance s < t,
 E [|Xt −Xs|] ≤ E[∫ t
 s|b(Xτ , τ)| dτ +
 √2 |Bt −Bs|
 ]≤ ‖b‖∞(t− s) +
 √2(t− s)
 Moreover we also obtain some integral estimates:
 Lemma 3.5 There is a constant c0 = c0(T ) such that∫Rd|x|2dm(t)(x) ≤ c0(
 ∫Rd|x|2dm0(x) + 1 + ‖b‖2∞) ∀t ∈ [0, T ] .
 Proof : Indeed:∫Rd|x|2dm(t)(x) = E
 [|Xt|2
 ]≤ 2E
 [|X0|2 +
 ∣∣∣∣∫ t
 0b(Xτ , τ)dτ
 ∣∣∣∣2 + 2 |Bt|2]
 ≤ 2
 [∫Rd|x|2dm0(x) + t2‖b‖2∞ + 2t
 ]
 3.2 Proof of the existence Theorem
 Before starting the proof of Theorem 3.1, let us recall some basic existence/uniqueness resultfor the heat equation
 wt −∆w + 〈a(x, t), Dw〉+ b(x, t)w = f(x, t) in Rd × [0, T ]w(x, 0) = w0(x) in Rd (12)
 For this it will be convenient to denote by Cs+α (for an integer s ≥ 0 and α ∈ (0, 1)) the setof maps z : Rd × [0, T ] → R such that the derivatives ∂ktD
 lxz exist for any pair (k, l) with
 2k + l ≤ s and such that these derivatives are bounded and α−Holder continuous in space and(α/2)−Holder continuous in time. If we assume that, for some α ∈ (0, 1), a : Rd × [0, T ] → R,b, f : Rd × [0, T ] → R and w0 : Rd → R belong to Cα, then the above heat equation is has aunique weak solution. Furthermore this solution belongs to C2+α (Theorem 5.1 p. 320 of [41]).
 We will also need the following interior estimate (Theorem 11.1 p. 211 of [41]): if a = b = 0and f is continuous and bounded, any classical, bounded solution w of (12) satisfies, for anycompact set K ⊂ Rd × (0, T ),
 sup(x,t),(y,s)∈K
 |Dxw(x, t)−Dxw(y, s)||x− y|β + |t− s|β/2
 ≤ C(K, ‖w‖∞)‖f‖∞ , (13)
 where β ∈ (0, 1) depends only on the dimension d while C(K, ‖w‖∞) depends on the compactset K, on ‖w‖∞ and on d.
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Let C1 be a large constant to be chosen below and C be the set of maps µ ∈ C0([0, T ],P1)such that
 sups 6=t
 d1(µ(s), µ(t))
 |t− s|12
 ≤ C1 (14)
 and
 supt∈[0,T ]
 ∫Rd|x|2dm(t)(x) ≤ C1 .
 Then C is a convex closed subset of C0([0, T ],P1). It is actually compact, because the set ofprobability measures m for which
 ∫Rd |x|
 2dm(x) ≤ C1 is finite, is compact in P1 (see Lemma 5.7).
 To any µ ∈ C we associate m = Ψ(µ) ∈ C in the following way: Let u be the unique solutionto
 −∂tu−∆u+1
 2|Du|2 = F (x, µ(t)) in Rd × (0, T )
 u(x, T ) = G(x, µ(T )) in Rd(15)
 Then we define m = Ψ(µ) as the solution of the Fokker-Planck equation∂tm−∆m− div (m Du) = 0 in Rd × (0, T )
 m(0) = m0 in Rd(16)
 Let us check that Ψ is well-defined and continuous. To see that a solution to (15) exists andis unique, we use the Hopf-Cole transform: setting w = eu/2 we easily check that u is a solutionof (15) if and only if w is a solution of the linear (backward) equation
 −∂tw −∆w = wF (x, µ(t)) in Rd × (0, T )
 w(x, T ) = eG(x,µ(T ))/2 in Rd
 Note that the maps (x, t)→ F (x,m(t)) and x→ eG(x,µ(T ))/2 belong to C1/2, because µ satisfies(14) and from our assumptions on F and G. Therefore the above equation is uniquely solvableand the solution belongs to C2+α with α = 1
 2 , which in turn implies the unique solvabilityof (15) with a solution u which belongs to C2+α. Recall that the maps x → F (x, µ(t)) andx → G(x, µ(T )) are bounded by C0, so that a straightforward application of the comparisonprinciple implies that u is bounded by (1 + T )C0. In the same way, since moreover the mapsx→ F (x, µ(t)) and x→ G(x, µ(T )) are C0−Lipschitz continuous (again by our assumptions onF and G), u is also C0−Lipschitz continous. Hence Du is bounded by C0.
 Next we turn to the Fokker-Planck equation (16), that we write into the form
 ∂tm−∆m− 〈Dm,Du(x, t)〉 −m∆u(x, t) = 0 .
 Since u ∈ C2+α, the maps (x, t) → Du(x, t) and (x, t) → ∆u(x, t) belong to Cα, so that thisequation is uniquely solvable and the solution m belongs to C2+α. Moreover, in view of thediscussion of subsection 3.1, we have the following estimates on m:
 d1(m(t),m(s)) ≤ c0(1 + C0)|t− s|12 ∀s, t ∈ [0, T ]
 and ∫Rd|x|2dm(t)(x) ≤ c0(1 + C2
 0 ) ∀t ∈ [0, T ] ,
 where c0 depends only on T . So if we choose C1 = maxc0(1 +C0), c0(1 +C20 ), m belongs to C.
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We have just proved that the mapping Ψ : µ→ m = Ψ(µ) is well-defined. Let us check thatit is continuous. Let µn ∈ C converge to some µ. Let (un,mn) and (u,m) be the correspondingsolutions. Note that (x, t) → F (x, µn(t)) and x → G(x, µn(T )) locally uniformly converge to(x, t)→ F (x, µ(t)) and x→ G(x, µ(T )). Then one gets the local uniform convergence of (un) tou by standard arguments (of viscosity solutions for instance). Since the (Dxun) are uniformlybounded, the (un) solve an equation of the form
 ∂tun −∆un = fn
 where fn = 12 |Dxun|2 −F (x,mn) is uniformly bounded in x and n. Then the interior regularity
 result (13) implies that (Dxun) is locally uniformly Holder continuous and therefore locally uni-formly converges to Dxu. This easily implies that any converging subsequence of the relativelycompact sequence mn is a weak solution of (16). But m is the unique weak solution of (16),which proves that (mn) converges to m.
 We conclude by Schauder fixed point Theorem that the continuous map µ→ m = Ψ(µ) hasa fixed point in C. Then this fixed point is a solution of our system (8).
 3.3 Uniqueness
 Let us assume that, besides assumptions given at the beginning of the section, the followingconditions hold:∫
 Rd(F (x,m1)− F (x,m2))d(m1 −m2)(x) > 0 ∀m1,m2 ∈ P1, m1 6= m2 (17)
 and ∫Rd
 (G(x,m1)−G(x,m2))d(m1 −m2)(x) ≥ 0 ∀m1,m2 ∈ P1 . (18)
 Theorem 3.6 Under the above conditions, there is a unique classical solution to the mean fieldequation (8).
 Proof : Before starting the proof, let us notice that we can use as a test function for m anymap w which is of class C2: indeed, the result follows easily by regularizing and truncating wby cut-off functions of the form φε(t)ψR(x) where
 φε(t) =
 1 if t ≤ T − ε1 + (T − ε− t)/ε if T − ε ≤ t ≤ T0 if t ≥ T
 and ψR(x) =
 1 if |x| ≤ RR+ 1− |x| if R ≤ |x| ≤ R+ 10 if |x| ≥ R+ 1
 Let now consider (u1,m1) and (u2,m2) two classical solutions of (8). We set u = u1 − u2 andm = m1 −m2. Then
 −∂tu−∆u+1
 2
 (|Dxu1|2 − |Dxu2|2
 )− (F (x,m1)− F (x,m2)) = 0 (19)
 while∂tm−∆m− div (m1Dxu1 −m2Dxu2) = 0 .
 Let us use u as a test function in the second equation. Since u is C2 we have (recall the remarkat the begining of the proof)
 −∫Rd
 (mu)(T ) +
 ∫Rdm0u(0) +
 ∫ T
 0
 ∫Rd
 (∂tu+ ∆u) dm−∫ T
 0
 ∫Rd〈Dxu,m1Dxu1 −m2Dxu2〉 = 0
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Let us multiply equality (19) by m, integrate over Rd × (0, T ) and add to the previous equality.We get, after simplification and using that m(0) = 0,
 −∫Rdm(T ) (G(m1(T ))−G(m2(T )))
 +
 ∫ T
 0
 ∫Rd
 (m2
 (|Dxu1|2 − |Dxu2|2
 )− m (F (x,m1)− F (x,m2))− 〈Dxu,m1Dxu1 −m2Dxu2〉
 )= 0 .
 Let us recall that ∫Rdm(T ) (G(m1(T ))−G(m2(T ))) ≥ 0 ,
 and also note that
 m
 2
 (|Dxu1|2 − |Dxu2|2
 )− 〈Dxu,m1Dxu1 −m2Dxu2〉 = −m
 2|Dxu1 −Dxu2|2 ,
 so that ∫ T
 0
 ∫Rdm (F (x,m1)− F (x,m2)) ≤ 0 .
 In view of our assumptions, this implies that m = 0 and, therefore, that u = 0 since u1 and u2
 solve the same equation.
 3.4 Application to games with finitely many players
 Before starting the discussion of games with a large number of players, let us fix a solution(u,m) of the mean field equation (8) and investigate the optimal strategy of a generic playerwho considers the density m “of the other players” as given. He faces the following minimizationproblem
 infαJ (α) where J (α) = E
 [∫ T
 0
 1
 2|αs|2 + F (Xs,m(s)) ds+G (XT ,m(T ))
 ].
 In the above formula, Xt = X0 +∫ t
 0 αsds+√
 2Bs, X0 is a fixed random intial condition with lawm0 and the control α is adapted to some filtration (Ft). We assume that (Bt) is an d−dimensionalBrownian motion adapted to (Ft) and that X0 and (Bt) are independent. We claim that thefeedback strategy α(x, t) := −Dxu(x, t) is optimal for this optimal stochastic control problem.
 Lemma 3.7 Let (Xt) be the solution of the stochastic differential equationdXt = α(Xt, t)dt+
 √2dBt
 X0 = X0
 and α(t) = α(Xt, t). Then
 infαJ (α) = J (α) =
 ∫RN
 u(x, 0) dm0(x) .
 Proof : This kind of result is known as a verification Theorem: one has a good candidate foran optimal control, and one checks, using the equation satisfied by the value function u, that
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this is indeed the minimum. Let α be an adapted control. We have, from Ito’s formula,
 E[G(XT ,m(T ))] = E[u(XT , T )]
 = E[u(X0, 0) +
 ∫ T
 0(∂tu(Xs, s) + 〈αs, Dxu(Xs, s)〉+ ∆u(Xs, s)) ds
 ]= E
 [u(X0, 0) +
 ∫ T
 0(1
 2|Dxu(Xs, s)|2 + 〈αs, Dxu(Xs, s)〉 − F (Xs,m(s))) ds
 ]≥ E
 [u(X0, 0) +
 ∫ T
 0(−1
 2|αs|2 − F (Xs,m(s))) ds
 ]This shows that E [u(X0, 0)] ≤ J (α) for any adapted control α. If we replace α by α in theabove computations, then, since the process (Xt) becomes (Xt), the above inequalities are allequalities. So E [u(X0, 0)] = J (α) and the result is proved.
 We now consider a differential game with N players which consists in a kind of discreteversion of the mean field game. In this game player i (i = 1, . . . , N) is controlling through hiscontrol αi a dynamics of the form
 dXit = αitdt+
 √2dBi
 t (20)
 where (Bit) is a d−dimensional brownian motion. The initial condition Xi
 0 for this system isalso random and has for law m0. We assume that the all Xi
 0 and all the brownian motions(Bi
 t) (i = 1, . . . , N) are independent. However player i can choose his control αi adapted to thefiltration (Ft = σ(Xj
 0 , Bjs , s ≤ t, j = 1, . . . , N). His payoff is then given by
 JNi (α1, . . . , αN )
 = E
 ∫ T
 0
 1
 2|αis|2 + F
 Xis,
 1
 N − 1
 ∑j 6=i
 δXjs
 ds+G
 XiT ,
 1
 N − 1
 ∑j 6=i
 δXjT
 Our aim is to explain that the strategy given by the mean field game is suitable for this problem.More precisely, let (u,m) be one classical solution to (8) and let us set α(x, t) = −Dxu(x, t).With the closed loop strategy α one can associate the open-loop control αi obtained by solvingthe SDE
 dXit = α(Xi
 t , t)dt+√
 2dBit (21)
 with random initial condition Xi0 and setting αit = α(Xi
 t , t). Note that this control is justadapted to the filtration (F it = σ(Xi
 0, Bis, s ≤ t), and not to the full filtration (Ft) defined
 above.
 Theorem 3.8 For any ε > 0, there is some N0 such that, if N ≥ N0, then the symmetricstrategy (α1, . . . , αN ) is an ε−Nash equilibrium in the game JN1 , . . . ,JNN : Namely
 JNi (α1, . . . , αN ) ≤ JNi ((αj)j 6=i, α) + ε
 for any control α adapted to the filtration (Ft) and any i ∈ 1, . . . , N.
 Remark 3.9 This result is very close to one-shot games and its proof is mainly based onthe stability property of the mean field equation. In some sense it is rather “cheap”: whatone would really like to understand is in what extend Nash equilibria for differential games infeedback strategies give rise to a mean field equation.
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Proof : Fix ε > 0. Since the problem is symmetrical, it is enough to show that
 JN1 (α1, . . . , αN ) ≤ JN1 ((αj)j 6=1, α) + ε (22)
 for any control α, as soon as N is large enough. Let us denote by Xjt the solution of the stochastic
 differential equation (21) with initial condition Xj0 . We note that the (Xj
 t ) are independent andidentically distributed with law m(t) (the law comes from Lemma 3.3). Therefore, using (asin subsection 2.3) the Hewitt and Savage Theorem 5.10 (or, more precisely, its Corollary 5.13),there is some N0 such that, if N ≥ N0,
 E
 sup|y|≤1/
 √ε
 ∣∣∣∣∣∣Fy, 1
 N − 1
 ∑j≥2
 δXjs
 − F (y,m(t))
 ∣∣∣∣∣∣ ≤ ε (23)
 for any t ∈ [0, T ] and
 E
 sup|y|≤1/
 √ε
 ∣∣∣∣∣∣Gy, 1
 N − 1
 ∑j≥2
 δXjT
 −G(y,m(T ))
 ∣∣∣∣∣∣ ≤ ε . (24)
 For the first inequality, one can indeed chooseN0 independent of t because, F being C0−Lipschitzcontinuous with respect to m, we have
 E
 sup|y|≤√ε
 ∣∣∣∣∣∣Fy, 1
 N − 1
 ∑j≥2
 δXjt
 − Fy, 1
 N − 1
 ∑j≥2
 δXjs
 ∣∣∣∣∣∣
 ≤ E
 C0d1
 1
 N − 1
 ∑j≥2
 δXjt,
 1
 N − 1
 ∑j≥2
 δXjs
 ≤ 1
 N − 1
 ∑j≥2
 E[∣∣∣Xj
 t − Xjs
 ∣∣∣] ≤ c0(1 + ‖α‖∞)(t− s)1/2 ,
 where the last inequality easily comes from computations similar to that for Lemma 3.4.Let now α be a control adapted to the filtration (Ft) and Xt be the solution to
 dXt = αtdt+√
 2dB1t
 with random initial condition X10 . Let us set K = 2(T‖F‖∞ + ‖G‖∞) + E[
 ∫ T0
 12 |α
 1s|2ds]. Note
 that, if E[∫ T
 012 |αs|
 2ds] ≥ K, then (22) holds.
 Let us now assume that E[∫ T
 012 |αs|
 2ds] ≤ K. We first estimate E[supt∈[0,T ] |Xt|2]:
 E
 [supt∈[0,T ]
 |Xt|2]≤ 2E
 [|X1
 0 |2 +
 ∫ T
 0
 1
 2|αs|2ds+ 2 sup
 t∈[0,T ]|Bt|2
 ]≤ 2E[|X1
 0 |2] + 2K + 4T
 where the last estimates comes from the Burkholder-Davis-Gundy inequality (see [37]). Denotingby K1 the right-hand side of the above inequality we obtain therefore that
 P
 [supt∈[0,T ]
 |Xt| ≥ 1/√ε
 ]≤ K1ε .
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Let us now fix N ≥ N0 and estimate JN1 ((αj)j 6=1, α) by separating the expectation for the Fand G terms according to the fact that supt∈[0,T ] |Xt| ≥ 1/
 √ε or not. Taking into account (23)
 and (24) we have
 JN1 ((αj)j 6=2, α) ≥ E[∫ T
 0
 1
 2|αs|2 + F
 (Xis,m(t)
 )+G
 (XiT ,m(T )
 )]− (1 + T )ε
 −2P
 [supt∈[0,T ]
 |Xt| ≥ 1/√ε
 ](T‖F‖∞ + ‖G‖∞)
 ≥ J N1 ((αj)j 6=1)− Cε
 for some constant C independent of N and α, where the last inequality comes from the optimalityof α in Lemma 3.7.
 3.5 Comments
 Existence of solutions for second order mean field equations hold under more general assump-tions. For instance [43, 44] considers equations of the form
 (i) −∂tu−∆u+H(x,Du) = F (x,m) in Q× (0, T )
 (ii) ∂tm−∆m− div
 (m
 ∂H
 ∂p(x,Du)
 )= 0 in Q× (0, T )
 (iii) m(0) = m0 , u(x, T ) = G(x,m(T )) in Q
 where Q = [0, 1]d (with periodic boundary conditions), H : Rd×Rd is Lipschitz continuous withrespect to x uniformly from bounded p, convex and of class C1 with respect to p. The conditionson F and G are:
 • either F and G are regularizing (i.e., satisfy conditions as in Theorem 3.1),
 • or F (x,m) = f(x,m(x)), G(x,m) = g(x,m(x)), where f = f(x, λ) and g = g(x, λ) satisfysuitable growth conditions with respect to to λ and H is sufficiently strictly convex.
 It is conjectured in [43, 44] that symmetric, closed loop Nash equilibria of differential gameswith N players with dynamics given by (20) and payoff
 E
 ∫ T
 t0
 L(Xis, α
 is) + +F
 Xis,
 1
 N − 1
 ∑j 6=i
 δXjs
 ds+G
 XiT ,
 1
 N − 1
 ∑j 6=i
 δXjT
 ,
 where L is the Fenchel conjugate of H with respect to the p variable, converge to the solutionof the mean field game. This program is carried out in [45] for ergodic differential games.
 Finally, although all the results of this part come from [43, 44], the application to a finitenumber of players given in subsection 3.4 can be found in [32].
 4 Analysis of first order MFEs
 In this section we investigate the Mean Field Equation(i) −∂tu(x, t) +
 1
 2|Du(x, t)|2 = F (x,m(t)) in Rd × (0, T )
 (ii) ∂tm(x, t)− div ((Du(x, t)m(x, t)) = 0 in Rd × (0, T )
 (iii) m(0) = m0 , u(x, T ) = G(x,m(T )) in Rd(25)
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Let us briefly recall the heuristic interpretation of this system: the map u is the value functionof a typical agent which controls his velocity α(t) and has to minimize his cost∫ T
 0(1
 2|α(t)|2 + F (x(t),m(t))) dt+G(x(T ),m(T ))
 where x(t) = x0 +∫ t
 0 α(s)ds. His only knowledge on the overall world is the distribution of theother agent, represented by the density m(t) of some probability measure. Then his “feedbackstrategy”—i.e., the way he ideally controls at each time and at each point his velocity—isgiven by α(x, t) = −Du(x, t). Now if all agents argue in this way, the density m(x, t) of theirdistribution m(t) over the space will evolve in time with the equation of conservation law (25-(ii)).
 Here again we work in the space P1 of Borel probability measures on Rd with finite firstorder moment and we endow P1 with the Kantorovitch-Rubinstein distance d1 defined by (9)(see also section 5). We assume that F : Rd×P1 → R and G : Rd×P1 → R are continuous andregularizing. More precisely we suppose that
 1. F and G are continuous over Rd × P1.
 2. There is a constant C such that, for any m ∈ P1,
 ‖F (·,m)‖C2 ≤ C, ‖G(·,m)‖C2 ≤ C ∀m ∈ P1 , (26)
 where C2 is the space of function with continuous second order derivatives endowed withthe norm
 ‖f‖C2 = supx∈Rd
 [|f(x)|+ |Dxf(x)|+ |D2
 xxf(x)|].
 3. Finally we suppose that m0 is absolutely continuous, with a density still denoted m0 whichis bounded and has a compact support.
 By a solution of (25) we mean a pair (u,m) ∈W 1,∞loc (Rd×[0, T ])×L1(Rd×(0, T )) such that (i)
 is satisfied in the viscosity sense while (ii) is satisfied in the sense of distributions. References onviscosity solutions can be found, for instance, in the monographs [8, 9, 24], while, for equationsof conservation law see, for example, [19].
 The main result of this section is the following existence result:
 Theorem 4.1 Under the above assumptions, there is a least one solution to (25).
 Remark 4.2 Uniqueness holds under the same condition as for Theorem 3.6. In fact the proofis exactly the same, since we can now use the Lipschitz continuous map u as a test functionbecause the density m which is bounded and has a bounded support.
 Remark 4.3 The method of proof also shows that the solution of (25) are stable with respectof F , G and m0.
 We give two proofs of Theorem 4.1: the first one is direct but rather technical. It requiresfine uniqueness property of the continuity equation (25-(ii)). The second one uses the existenceresult established in the previous section for viscous mean field equations. In both proofs,semi-concavity estimates for the solutions of Hamilton-Jacobi of the form (25-(i)) play an keyrole.
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4.1 Semi-concavity estimates
 The aim of this section is to investigate some properties of the local Hamilton-Jacobi equation−∂tu+
 1
 2|Dux|2 = f(x, t) in Rd × (0, T )
 u(x, T ) = g(x) in Rd(27)
 The most fundamental regularity property of the solution of this equation being semi-concavity,let us recall some basic facts on this notion. Proofs and references can for instance, be found inthe monograph [12].
 Definition 4.4 A map w : Rd → R is semi-concave if there is some C > 0 such that one of thefollowing equivalent conditions is satisfied
 1. the map x→ w(x)− C2 |x|
 2 is concave in Rd,
 2. w(λx+ (1− λ)y) ≥ λw(x) + (1− λ)w(y)−Cλ(1− λ)|x− y|2 for any x, y ∈ Rd, λ ∈ [0, 1],
 3. D2w ≤ C Id in the sense of distributions,
 4. 〈p − q, x − y〉 ≤ C|x − y|2 for any x, y ∈ Rd, t ∈ [0, T ], p ∈ D+x w(x) and q ∈ D+
 x w(y),where D+
 x w denotes the super-differential of w with respect to the x variable, namely
 D+x w(x) =
 p ∈ Rd ; lim sup
 y→x
 w(y)− w(x)− 〈p, y − x〉|y − x|
 ≤ 0
 Lemma 4.5 Let w : Rd → R be semi-concave. Then w is locally Lipschitz continuous in Rd.Moreover D+
 x w(x) is the closed convex hull of the set D∗xw(x) of reachable gradients defined by
 D∗xw(x) =p ∈ Rd , ∃xn → x such that Dxw(xn) exists and converges to p
 .
 In particular, D+x w(x) is compact, convex and non empty subset of Rd for any x ∈ Rd. Finally
 w is differentiable at x if and only if D+x w(x) is a singleton.
 Lemma 4.6 Let (wn) be a sequence of uniformly semi-concave maps on Rd which point-wiselyconverge to a map w : Rd → R. Then the convergence is locally uniform and w is semi-concave.Moreover, for any xn → x and any pn ∈ D+
 x wn(xn), the set of cluster points of (pn) is containedin D+
 x w(x). Finally, Dwn(x) converge to Dw(x) for a.e. x ∈ Rd.
 Let us now turn to the analysis of equation (27).
 Lemma 4.7 For any C > 0 there is a constant C1 = C1(C) such that, if f : Rd × [0, T ] → Rand h : Rd → R are continuous and such that
 ‖f(·, t)‖C2 ≤ C, ∀t ∈ [0, T ], ‖g‖C2 ≤ C , (28)
 then equation (27) has a unique bounded uniformly continuous viscosity solution which is givenby the representation formula:
 u(x, t) = infα∈L2([t,T ],Rd)
 ∫ T
 t
 1
 2|α(s)|2 + f(x(s), s)ds+ g(x(T )) , (29)
 where x(s) = x+∫ st α(τ)dτ . Moreover u is Lipschitz continuous and satisfies
 ‖Dx,tu‖∞ ≤ C1, D2xxu ≤ C1 Id
 where the last inequality holds in the sense of distributions.
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Proof : Let us recall that the solution u to (27) has a unique bounded uniformly continuousviscosity solution. Moreover, writing down the dynamic programming principle satisfied by themap
 v(x, t) = infα∈L2([t,T ],Rd)
 ∫ T
 t
 1
 2|α(s)|2 + f(x(s), s)ds+ g(x(T )) ,
 one can check that v is a bounded, uniformly continuous viscosity solution to (27). So u = v.Next we check that u is Lipschitz continuous with respect to x. Indeed let (x1, x2, t) ∈ Rd×Rd×[0, T ] and α ∈ L2([t, T ],Rd) be ε−optimal for u(x1, t). Then if we set x(s) = x1 +
 ∫ st α(τ)dτ , we
 have:u(x2, t) ≤
 ∫ Tt
 12 |α(s)|2 + f(x(s) + x2 − x1, s)ds+ g(x(T ) + x2 − x1)
 ≤∫ Tt
 12 |α(s)|2 + f(x(s), s)ds+ g(x(T )) + C(T + 1)|x2 − x1|
 ≤ u(x1, t) + ε+ C(T + 1)|x2 − x1|
 Hence u is Lipschitz continuous with respect to x with a Lipschitz constant C(T + 1).
 We now prove that u is Lipschitz continuous with respect to the time variable. From thedynamic programming principle we have, if α is optimal for u(x, t) and x(·) is its associatedtrajectory,
 u(x, t) =
 ∫ s
 t
 1
 2|α(τ)|2 + f(x(τ), τ) dτ + u(x(s), s) ,
 for any t < s ≤ T . We prove in Lemma 4.8 below that α is bounded by a constant C1 = C1(C)independent of (x, t). Hence
 |u(x, t)− u(x, s)| ≤ |u(x, t)− u(x(s), s)|+ C1|x(s)− x|
 ≤∫ s
 t
 1
 2|α(τ)|2 + |f(x(τ), τ)| dτ + C1(s− t)‖α‖∞
 ≤ (s− t)[
 12‖α‖
 2∞ + ‖f‖∞ + C1‖α‖∞
 ]So u(x, ·) is Lipschitz continuous with a Lipschitz constant independent of x.
 It remains to show that u is semi-concave with respect to the x variable. Let (x, y, t) ∈Rd × Rd × [0, T ], λ ∈ (0, 1), xλ = λx + (1 − λ)y. Let also α ∈ L2([t, T ],Rd) be ε−optimal foru(xλ, t) and set xλ(s) = xλ +
 ∫ st α(τ)dτ . Then
 λu(x, t) + (1− λ)u(y, t)
 ≤ λ[∫ Tt
 12 |α(s)|2 + f(xλ(s) + x− xλ, s)ds+ g(xλ(T ) + x− xλ)
 ]+(1− λ)
 [∫ Tt
 12 |α(s)|2 + f(xλ(s) + y − xλ, s)ds+ g(xλ(T ) + y − xλ)
 ]≤∫ Tt
 12 |α(s)|2 + f(xλ(s), s)ds+ g(xλ(T )) + C(T + 1)λ(1− λ)|x− y|2
 ≤ u(xλ, t) + ε+ C(T + 1)λ(1− λ)|x− y|2
 Hence u is semi-concave with respect to x with a semi-concavity constant C(T + 1).
 For (x, t) ∈ Rd × [0, T ) we denote by A(x, t) the set of optimal controls of the controlproblem (29). One easily checks that such set is nonempty, and that, if (xn, tn) → (t, x) andαn ∈ A(xn, tn), then, up to some subsequence, (αn) weakly converges in L2 to some α ∈ A(x, t).
 Let us recall the well-known classical Euler-Lagrange optimality condition for optimizers in(29):
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Lemma 4.8 (Euler-Lagrange optimality condition) If α ∈ A(x, t), then α is of class C1
 on [t, T ] with
 α′(s) = Dxf(x(s), s) ∀s ∈ [t, T ], α(T ) = −Dxg(x(T )) .
 In particular, there is a constant C1 = C1(C) such that, for (x, t) ∈ Rd × [0, T ) and anyα ∈ A(x, t) we have ‖α‖∞ ≤ C1, where C is given by (28).
 We need to analyse precisely the connexion between the differentiability of u with respectto the x variable and the uniquess of the minimizer in (29).
 Lemma 4.9 (Regularity of u along optimal solutions) Let (x, t) ∈ Rd×[0, T ], α ∈ A(x, t)and let us set x(s) = x+
 ∫ st α(τ)dτ . Then
 1. (Uniqueness of the optimal control along optimal trajectories) for any s ∈ (t, T ], the re-striction of α to [s, T ] is the unique element of A(x(s), s).
 2. (Uniqueness of the optimal trajectories) Dxu(x, t) exists if and only if A(x, t) is a reducedto singleton. In this case, Dxu(x, t) = −α(t) where A(x, t) = α.
 Remark 4.10 In particular, if we combine the above statements, we see that u(·, s) is alwaysdifferentiable at x(s) for s ∈ (t, T ), with Dxu(x(s), s) = −α(s).
 Proof : Let α1 ∈ A(x(s), s) and set x1(τ) = x(s) +∫ τs α1(σ)dσ. For any h > 0 small we
 build some αh ∈ A(x, t) in the following way:
 αh(τ) =
 α(τ) if τ ∈ [t, s− h)
 x1(s+ h)− x(s− h)
 2hif τ ∈ [s− h, s+ h)
 α1(τ) if τ ∈ [s+ h, T ]
 Then one easily checks that xh(τ) = x+∫ τt αh(σ)dσ is given by
 xh(τ) =
 x(τ) if τ ∈ [t, s− h)
 x(s− h) + (τ − (s− h))x1(s+ h)− x(s− h)
 2hif τ ∈ [s− h, s+ h)
 x1(τ) if τ ∈ [s+ h, T ]
 Since α|[s,T ]and α1 are optimal for u(x(s), s), the concatenation α0 of α|[t,s] and α1 is also optimal
 for u(x, t). Note that x0(τ) = x+∫ τt α0(σ)dσ is given by x(τ) on [t, s] and x1(τ) on [s, T ]. So,
 comparing the payoff for α0 (which is optimal) and the payoff for αh we have∫ s
 t
 1
 2|α(τ)|2 + f(x(τ), τ)dτ +
 ∫ T
 s
 1
 2|α1(τ)|2 + f(x1(τ), τ)dτ
 ≤∫ s−h
 t
 1
 2|α(τ)|2 + f(x(τ), τ)dτ +
 ∫ s+h
 s−h
 1
 2
 ∣∣∣∣x1(s+ h)− x(s− h)
 2h
 ∣∣∣∣2 + f(xh(τ), τ)dτ
 +
 ∫ T
 s+h
 1
 2|α1(τ)|2 + f(x1(τ), τ)dτ .
 Hence ∫ s
 s−h
 1
 2|α(τ)|2 + f(x(τ), τ)dτ +
 ∫ s+h
 s
 1
 2|α1(τ)|2 + f(x1(τ), τ)dτ
 −∫ s+h
 s−h
 1
 2
 ∣∣∣∣x1(s+ h)− x(s− h)
 2h
 ∣∣∣∣2 + f(xh(τ), τ)dτ ≤ 0 .
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We divide this inequality by h and let h→ 0+ to get
 1
 2|α(s)|2 +
 1
 2|α1(s)|2 − 1
 4|α(s) + α1(s)|2 ≤ 0 ,
 since limh→0, s∈[s−h,s+h] xh(s) = x(s) = x1(s). So 12 |α(s) − α1(s)|2 ≤ 0, i.e., α(s) = α1(s). In
 particular x(·) and x1(·) satisfy the same second order differential equation:
 y′′(τ) = Dxf(y(τ), τ)
 with the same initial conditions x(s) = x1(s) and x′(s) = α(s) = α1(s) = x′1(s). Thereforex(τ) = x1(τ) on [s, T ] and α = α1 on [s, T ]. This means that the optimal solution for u(x(s), s)is unique.
 Next we show that, if Dxu(x, t) exists, then A(x, t) is a reduced to singleton and Dxu(x, t) =−α(t) where A(x, t) = α. Indeed, let α ∈ A(x, t) and x(s) = x+
 ∫ st α(τ)dτ be the associated
 trajectory. Then, for any v ∈ Rd,
 u(x+ v, t) ≤∫ T
 t
 1
 2|α(s)|2ds+ f(x(s) + v, s)ds+ g(x(T ) + v) .
 Since equality holds for v = 0 and since left- and right-hand sides are differentiable with respectto v at v = 0 we get
 Dxu(x, t) =
 ∫ T
 tDxf(x(s), s)ds+Dxg(X(T )) = −α(t) ,
 where the last equality comes from the necessary conditions satisfied by α (see Lemma 4.8). Inparticular x(·) has to be the unique solution of the second order differential equation
 x′′(s) = Dxf(x(s), s) , x(t) = x, x′(t) = −Dxu(x, t) .
 This is turn implies that α = x′ is unique.
 Conversely, let us prove that, if A(x, t) is a singleton, then u(·, t) is differentiable at x. Forthis we note that, if p belongs to D∗xu(x, t) (the set of reachable gradients of the map u(·, t)),then the solution to
 x′′(s) = Dxf(x(s), s) , x(t) = x, x′(t) = −p
 is optimal. Indeed, by definition of p, there is a sequence xn → x such that u(·, t) is differentiableat xn and Du(xn, t) → p. Now, since u(·, t) is differentiable at xn, we know that the uniquesolution xn(·) of
 x′′n(s) = Dxf(xn(s), s) , x(t) = x, x′(t) = −Du(xn, t)
 is optimal. Passing to the limit as n → +∞ implies (by the stability of optimal solutionsmentionned above), that x(·), which is the uniform limit of the xn(·), is also optimal.
 Now, from our assumptions, there is a unique optimal solution inA(x, t). Therefore D∗xu(x, t)has to be reduced to a singleton, which implies, since u(·, t) is semi-concave, that u(·, t) isdifferentiable at x (Lemma 4.5).
 Let us consider again (x, t) ∈ Rd × [0, T ), α ∈ A(x, t) and x(s) = x +∫ st α(τ)dτ . Then we
 have just proved that u(·, s) is differentiable at x(s) for any s ∈ (t, T ), with x′(s) = α(s) =−Dxu(x(s), s). So, if α is optimal, its associated trajectory x(·) is a solution of the differential
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equation x′(s) = −Dxu(x(s), s) on [t, T ]. The following Lemma states that the reverse alsoholds: any solution of the differential equation x′(s) = −Dxu(x(s), s) on [t, T ] is optimal on[t, T ]. This is an optimal synthesis result, since its says that the optimal control can be obtainedat each position y and at each time s as by the synthesis α∗(y, s) = −Dxu(y, s).
 Lemma 4.11 (Optimal synthesis) Let (x, t) ∈ Rd × [0, T ) and x(·) be an absolutely contin-uous solution to the differential equation
 x′(s) = −Dxu(x(s), s) a.e. in [t, T ]x(t) = x
 (30)
 Then the control α := x′ is optimal for u(x, t).In particular, if u(·, t) is differentiable at x, then equation (30) has a unique solution, corre-
 sponding to the optimal trajectory.
 Proof : We first note that x(·) is Lipschitz continuous because so is u. Let s ∈ (t, T ) besuch that equation (30) holds (in particular u is differentiable with respect to x at (x(s), s))and the Lipschitz continuous map s → u(x(s), s) has a derivative at s. Since u is Lipschitzcontinuous, Lebourg’s mean value Theorem [15], Th. 2.3.7, states that, for any h > 0 smallthere is some (yh, sh) ∈ [(x(s), s), (x(s+ h), s+ h)] and some (ξhx , ξ
 ht ) ∈ CoD∗x,tu(yh, sh) with
 u(x(s+ h), s+ h)− u(x(s), s) = 〈ξhx , x(s+ h)− x(s)〉+ ξht h , (31)
 (where CoD∗x,tu(y, s) stands for the closure of the convex hull of the set of reachable gradients
 D∗x,tu(y, s)). From Caratheodory Theorem, there are (λh,i, ξh,ix , ξh,it )i=1,...,d+2 such that λh,i ≥ 0,∑i λ
 h,i = 1, (ξh,ix , ξh,it ) ∈ D∗x,tu(yh, sh) and
 (ξhx , ξht ) =
 ∑i
 λh,i(ξh,ix , ξh,it ) .
 Note that the ξh,ix converge to Dxu(x(s), s) as h → 0 because, from Lemma 4.6, any cluster
 point of the ξh,ix must belong to D+x u(x(x), s), which is reduced to Dxu(x(s), s) since u(·, s) is
 differentiable at x(s). In particular, ξhx =∑
 i λh,iξh,ix converges to Dxu(x(s), s) as h→ 0.
 Since u is a viscosity solution of (27) and (ξh,ix , ξh,it ) ∈ D∗x,tu(yh, sh), we have
 −ξh,it +1
 2
 ∣∣∣ξh,ix ∣∣∣2 = f(yh, sh) .
 Therefore ξht =∑i
 λh,iξh,it =1
 2
 ∑i
 λh,i∣∣∣ξh,ix ∣∣∣2 − f(yh, sh) converges to
 1
 2|Dxu(x(s), s)|2 − f(x(s), s)
 as h→ 0.Then, dividing (31) by h and letting h→ 0 we get
 d
 dsu(x(s), s) = −〈Dxu(x(s), s), x′(s)〉+
 1
 2|Dxu(x(s), s)|2 − f(x(s), s) .
 Since x′(s) = −Dxu(x(s), s), this implies that
 d
 dsu(x(s), s) = −1
 2
 ∣∣x′(s)∣∣2 − f(x(s), s) a.e. in (t, T ) .
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Integrating the above inequality over [t, T ] we finally obtain, since u(y, T ) = g(y),
 u(x, t) =
 ∫ T
 t
 1
 2
 ∣∣x′(s)∣∣2 + f(x(s), s) ds+ g(x(T )) .
 Therefore α := x′ is optimal.The last statement of the Lemma is a direct consequence on Lemma 4.9-(2).
 From the stability of optimal solutions, the graph of the map (x, t) → A(x, t) is closedwhen the set L2([0, T ],Rd) is endowed with the weak topology. This implies that the map(x, t) → A(x, t) is measurable with nonempty closed values, so that it has a Borel measurableselection α: namely α(x, t) ∈ A(x, t) for any (x, t) (see [6]).
 We define the flow
 Φ(x, t, s) = x+
 ∫ s
 tα(x, t)(τ)dτ ∀s ∈ [t, T ] .
 Lemma 4.12 The flow Φ has the semi-group property
 Φ(x, t, s′) = Φ(Φ(x, t, s), s, s′) ∀t ≤ s ≤ s′ ≤ T (32)
 Moreover it satisfies
 ∂sΦ(x, t, s) = −Du(Φ(x, t, s), s) ∀x ∈ Rd, s ∈ (t, T )
 and|Φ(x, t, s′)− Φ(x, t, s)| ≤ ‖Du‖∞|s′ − s| ∀x ∈ Rd, ∀t ≤ s ≤ s′ ≤ T . (33)
 Proof : For any s ∈ (t, T ), we know that from Lemma 4.9-(1) that A(Φ(x, t, s), s) is re-
 duced to the singletonα(x, t)|[s,T ]
 . Hence (32) holds. Moreover, Lemma 4.9 also states that
 u(·, s) is differentiable at Φ(x, t, s) with Dxu(Φ(x, t, s), s) = −α(x, t)(s). Since, by definition,∂sΦ(x, t, s) = α(x, t)(s), we have ∂sΦ(x, t, s) = −Dxu(Φ(x, t, s), s), which clearly implies (33).
 Finally we shall need below the following contraction property:
 Lemma 4.13 If C is given by (28), then there is some constant C2 = C2(C) such that, if u isa solution of (27), then
 |x− y| ≤ C2|Φ(x, t, s)− Φ(y, t, s)| ∀0 ≤ t < s ≤ T, ∀x, y ∈ Rd .
 In particular the map x→ Φ(x, s, t) has a Lipschitz continuous inverse on the set Φ(Rd, t, s).
 Proof : We already know that D2xxu ≤ C1 Id on Rd × (0, T ). Let x(τ) = Φ(x, t, s − τ) and
 y(τ) = Φ(y, t, s− τ) for τ ∈ [0, s− t]. Then, from Lemma 4.12, x(·) and y(·) satisfy respectively
 x′(τ) = Dxu(x(τ), s− τ), y′(τ) = Dxu(y(τ), s− τ) τ ∈ [0, s− t) (34)
 with initial condition x(0) = Φ(x, t, s) and y(0) = Φ(y, t, s). Note that, for almost all τ ∈ [0, s−t],we have
 d
 dτ
 (1
 2|(x− y)(τ)|2
 )= 〈(x′ − y′)(τ), (x− y)(τ)〉 ≤ C1|(x− y)(τ)|2
 where the last inequality comes from (34) and the fact that D2xxu ≤ C1 Id (see Definition 4.4).
 Hence|x(0)− y(0)| ≥ e−C(s−τ)|(x− y)(τ)| ∀τ ∈ [0, s− t] ,
 which proves the claim.
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4.2 On the continuity equation
 Our aim is now to show that, given a solution u to (27) and under assumption (28), the continuityequation
 ∂tµ(x, s)− div (Du(x, s)µ(x, s)) = 0 in Rd × (0, T )
 µ(x, 0) = m0(x) in Rd(35)
 has a unique solution which is the density of the measure µ(s) = Φ(·, 0, s)]m0 for s ∈ [0, T ],where Φ(·, 0, s)]m0 denotes the push-forward of the measure m0 by the map Φ(·, 0, s), i.e., themeasure defined by Φ(·, 0, s)]m0(A) = m0(Φ(·, 0, s)−1(A)) for any Borel set A ⊂ Rd.
 In a first step, we show that the measure Φ(·, 0, s)]m0 is absolutely continuous with respectto the Lebesgue measure.
 Lemma 4.14 Let us assume that there is a constant C such that the conditions (28) on f andg hold and such that m0 is absolutely continuous, has a support contained in the ball B(0, C)and satisfies ‖m0‖L∞ ≤ C. Let us set µ(s) = Φ(·, 0, s)]m0 for s ∈ [0, T ].
 Then there is a constant C3 = C3(C) such that, for any s ∈ [0, T ], µ(s) is absolutely contin-uous, has a support contained in the ball B(0, C3) and satisfies ‖m0‖L∞ ≤ C3. Moreover
 d1(µ(s′), µ(s)) ≤ ‖Dxu‖∞|s′ − s| ∀t ≤ s ≤ s′ ≤ T .
 Proof : By definition µ satisfies
 d1(µ(s′), µ(s)) ≤∫Rd|Φ(x, 0, s′)− Φ(x, 0, s)|dm0(x) ≤ ‖Dxu‖∞(s′ − s) .
 Since ‖Dxu‖∞ ≤ C1 and m0 has a compact support contained in B(0, C), the (µ(s)) have acompact support contained in B(0, R) where R = C + TC1. Let us now fix t ∈ [0, T ]. RecallingLemma 4.13, there is some C2 such that the map x→ Φ(x, 0, t) has a C2−Lipschitz continuousinverse on the set Φ(Rd, 0, t). Let us denote this inverse by Ψ. Then, if E is a Borel subset ofRd, we have
 µ(s)(E) = m0(Φ−1(·, 0, t)(E)) = m0(Ψ(E)) ≤ ‖m0‖∞Ld(Ψ(E)) ≤ ‖m0‖∞C2Ld(E) .
 Therefore µ(s) is absolutely continuous with a density (still denoted µ(s)) which satisfies
 ‖µ(s)‖∞ ≤ ‖m0‖∞C2 ∀s ∈ [0, T ] .
 Our aim is to show that the map s → µ(s) := Φ(·, 0, s)]m0 is the unique weak solution of(35). The proof this statement is a little involve and requires several steps. We start with theeasy part:
 Lemma 4.15 The map s→ µ(s) := Φ(·, 0, s)]m0 is a weak solution of (35).
 Proof: Let ϕ ∈ C∞c (RN × [0, T )). Then, since s→ µ(s) is Lipschitz continuous in P1, the maps→
 ∫Rd ϕ(x, s)µ(x, s)dx is absolutely continuous and we have, thanks to Lemma 4.12,
 d
 ds
 ∫Rdϕ(x, s)µ(x, s)dx =
 d
 ds
 ∫ N
 Rϕ(Φ(x, 0, s), s)m0(x)dx
 =
 ∫Rd
 (∂sϕ(Φ(x, 0, s), s) + 〈Dxϕ(Φ(x, 0, s), t), ∂sΦ(x, 0, s)〉)m0(x)dx
 =
 ∫Rd
 (∂sϕ(Φ(x, 0, s), s)− 〈Dxϕ(Φ(x, 0, s), s), Dxu(Φ(x, 0, s), s)〉)m0(x)dx
 =
 ∫Rd
 (∂sϕ(y, s)− 〈Dxϕ(y, s), Dxu(y, s)〉)µ(y, s)dy
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Integrating the above inequality between 0 and T we get, since µ(0) = m0,∫Rdφ(y, 0)m0(y)dy +
 ∫ T
 0
 ∫Rd
 (∂sϕ(y, s)− 〈Dxϕ(y, s), Dxu(y, s)〉)µ(y, s)dy = 0 ,
 which means that m is a weak solution of (35).
 We now turn to the difficult part of the problem: the uniqueness issue. The difficulty comesfrom the discontinuity of the vector field −Du(x, t). In fact, if this vector field had some Lipschitzregularity property, then the uniqueness would easily follow, as we explain now.
 Lemma 4.16 Let b ∈ L∞(Rd × (0, T ),Rd) be such that, for any R > 0 and for almost allt ∈ [0, T ], there is a constant L = LR with b(·, t) is LR−Lipschitz continuous on B(0, R).
 Then the continuity equation∂tµ(x, s) + div (b(x, s)µ(x, s)) = 0 in Rd × (0, T )
 µ(x, 0) = m0(x) in Rd(36)
 has a unique solution, given by µ(t) = Φ(·, t)]m0 where Φ is the flow of the differential equation∂sΦ(x, s) = b(Φ(x, s), s)Φ(x, 0) = x
 Remark 4.17 Note that, for any smooth function ϕ ∈ C∞c (Rd), we have, in the sense of distri-butions,
 d
 dt
 ∫Rdϕ(x)m(x, t)dx = −
 ∫Rd〈Dϕ(x), b(x, t)〉m(x, t)dx .
 Since the right-hand side of the above equality belongs to L1, the map t→∫Rd ϕ(x)m(x, t)dx is
 absolutely continuous, and, therefore, has a continuous representative. By using the separabilityof C0
 b (Rd), this implies that m(t) has a continuous representative on [0, T ] as a measure on Rdand the initial condition m(0) = m0 holds in the classical sense.
 Proof : The fact that the map t→ Φ(·, t)]m0 is a solution of the continuity equation (36)can be established as in Lemma 4.15, so we omit the proof.
 Let us recall that the map x→ Φ(x, t) is locally Lipschitz continuous, with a locally Lipschitzcontinuous inverse denoted by Ψ(x, t). Note also that Ψ is actually locally Lipschitz continuousin space-time. Let ϕ ∈ C∞c (Rd) and let us consider the map w defined by w(x, t) = ϕ(Ψ(x, t)).Then w is Lipschitz continuous with compact support and satisfies:
 0 =d
 dtϕ(x) =
 d
 dtw(Φ(x, t), t) = ∂tw(Φ(x, t), t) + 〈Dw(Φ(x, t), t), b(Φ(x, t), t)〉 a.e. ,
 so that w is a solution to
 ∂tw(y, t) + 〈Dw(y, t), b(y, t)〉 = 0 a.e. in Rd × (0, T ) .
 Using w as a test function for µ we have
 d
 dt
 ∫Rdw(y, t)µ(y, t)dy =
 ∫Rd
 (∂tw(y, t) + 〈Dw(y, t), b(y, t)〉)µ(y, t)dy = 0 ,
 and therefore ∫Rdϕ(Ψ(y, t))µ(y, t)dy =
 ∫Rdϕ(y)m0(y)dy .
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Changing the test function this proves that∫Rdψ(y)µ(y, t)dy =
 ∫Rdψ(Φ(y, s))m0(y)dy ,
 for any ψ ∈ C0c (RN ), which shows that µ(t) = Φ(·, t)]m0.
 Let us come back to the continuity equation (35) and we consider a solution µ. We nowregularize this solution by using a smooth kernel ρε, assumed to be positive in Rd (for instancethe Gaussian kernel). We set
 µε(x, t) = µ ∗ ρε and bε(x, t) = −(Duµ) ∗ ρε(x, t)µε(x, t)
 .
 Then ‖bε‖∞ ≤ ‖Dxu‖∞ and bε is locally Lipschitz continuous in the sense of Lemma 4.16 above.Moreover µε satisfies the continuity equation for bε because
 ∂tµε + div (bεµε) = (∂tµ) ∗ ρε − div ((Duµ) ∗ ρε) = [∂tµ− div (Duµ)] ∗ ρε = 0 .
 So, according to Lemma 4.16, µε(t) = Φε(·, t)]mε, where mε = m0 ∗ ρε and Φε is the flowassociated to bε:
 ∂sΦε(x, s) = bε(Φ(x, s), s)
 Φε(x, 0) = x
 The difficulty now boils down to passing to the limit in the equality µε(t) = Φε(·, t)]mε. Let usset, to simplify the notations, ΓT = C0([0, T ],Rd) and let us associate with µε the measure ηε
 on Rd × ΓT defined by∫Rd×ΓT
 ϕ(x, γ)dηε(x, γ) =
 ∫Rdϕ(x,Φ(x, ·))mε(x)dx ∀ϕ ∈ C0(Rd × ΓT ,R) .
 For t ∈ [0, T ] we denote by et the evaluation map at t, i.e., et(γ) = γ(t) for γ ∈ ΓT . Then, forany ϕ ∈ C0
 b (RN ,R) we have∫Rd×ΓT
 ϕ(et(γ))dηε(x, γ) =
 ∫Rdϕ(Φε(x, t))mε(x)dx =
 ∫Rdϕ(x)µε(x, t)dx . (37)
 Let us now prove that (ηε) is tight in Rd × ΓT . Indeed, since mε converges to m0 as ε→ 0,we can find for any δ > 0 some compact set Kδ ⊂ Rd such that mε(Kδ) ≥ 1 − δ for any ε > 0.Let Kδ be the subset of Kδ×ΓT consisting in pairs (x, γ) where x ∈ Kδ, γ(0) = x, γ is Lipschitzcontinuous with ‖γ′‖∞ ≤ ‖Dxu‖∞. Then, Kδ is compact and by definition of ηε,
 ηε(Kδ) = mε(Kδ) ≥ 1− δ ∀ε > 0 .
 Therefore (ηε) is tight and, from Prokhorov compactness Theorem one find find a subsequence,still labelled (ηε), which narrowly converges to some probability measure η on Rd×ΓT . Lettingε→ 0 in (37) gives∫
 Rd×ΓT
 ϕ(et(γ))dη(x, γ) =
 ∫Rdϕ(x)µ(x, t)dx ∀t ∈ [0, T ] (38)
 for any ϕ ∈ C0b (Rd,R), and therefore for any Borel bounded measurable map ϕ : Rd → R, thanks
 to Riesz representation Theorem. Moreover, since, by definition of ηε, we have∫Rd×ΓT
 ϕ(x)dηε(x, γ) =
 ∫Rdϕ(x)mε(x)dx ∀ϕ ∈ C0(Rd,R) ,
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we also have that∫Rd×ΓT
 ϕ(x)dη(x, γ) =
 ∫Rdϕ(x)m0(x)dx ∀ϕ ∈ C0(Rd,R) , (39)
 i.e., the first marginal of η is m0. The key step of the proof consists in showing that η isconcentrated on solutions of the differential equation for −Dxu. More precisely, we want toshow the following “superposition principle”: for any t ∈ [0, T ],∫
 Rd×ΓT
 ∣∣∣∣γ(t)− x+
 ∫ t
 0Dxu(γ(s), s)ds
 ∣∣∣∣ dη(x, γ) = 0 . (40)
 For this we have to regularize a bit the vector field −Dxu. Let c : Rd × [0, T ] → Rd be acontinuous vector field with compact support. We claim that∫
 Rd×ΓT
 ∣∣∣∣γ(t)− x−∫ t
 0c(γ(s), s)ds
 ∣∣∣∣ dη(x, γ) ≤∫ T
 0
 ∫Rd|c(x, t) +Dxu(x, t)|µ(x, t)dxdt . (41)
 Proof of (41): We have, for any ε > 0 small,∫Rd×ΓT
 ∣∣∣∣γ(t)− x−∫ t
 0c(γ(s), s)ds
 ∣∣∣∣ dηε(x, γ)
 =
 ∫Rd
 ∣∣∣∣Φε(x, t)− x−∫ t
 0c(Φε(x, s), s)ds
 ∣∣∣∣mε(x)dx
 =
 ∫Rd
 ∣∣∣∣∫ t
 0(bε(Φε(x, t), s)− c(Φε(x, s), s))ds
 ∣∣∣∣mε(x)dx
 ≤∫ t
 0
 ∫Rd|bε(Φε(x, t), s)− c(Φε(x, s), s)|mε(x)dxds
 ≤∫ t
 0
 ∫Rd|bε(y, s)− c(y, s))ds|µε(x, t)dx
 where, setting cε = (cµ)∗ρεµε , we have∫ t
 0
 ∫Rd|bε(y, s)− c(y, s))ds|µε(x, t)dx
 ≤∫ t
 0
 ∫Rd|bε(y, s)− cε(y, s))ds|µε(x, t)dx+
 ∫ t
 0
 ∫Rd|cε(y, s)− c(y, s))ds|µε(x, t)dx
 ≤∫ t
 0
 ∫Rd|b(y, s)− c(y, s))ds|µ(x, t)dx+
 ∫ t
 0
 ∫Rd|cε(y, s)− c(y, s))ds|µε(x, t)dx
 Note that the last term converges to 0 as ε→ 0 thanks to the continuity of c. This gives (41).
 Proof of (40): To complete the proof of (40) we just take a sequence of uniformly bounded,continuous maps cn with compact support which converges a.e. to −Du. Replacing c by cn in(41) gives the desired result since, from (38),∫ t
 0
 ∫Rd×ΓT
 |Dxu(γ(s), s) + cn(γ(s), s)| dη(x, γ)ds =
 ∫ t
 0
 ∫Rd|Dxu(c, s) + cn(x, s)|µ(x, s)ds
 Let us now desintegrate η with respect to its first marginal, which, according to (39), ism0 (see the desintegration Theorem 8.5 below). We get dη(x, γ) = dηx(γ)dm0(x). Then (40)implies that, for m0−a.e. x ∈ Rd, ηx−a.e. γ is a solution of the differential equation
 γ′(s) = −Dxu(γ(s), s) s ∈ [t, T ]γ(t) = x
 29

Page 30
                        

But for almost all x ∈ Rd, u(·, 0) is differentiable at x and Lemma 4.11 then says that the abovedifferential equation has a unique solution given by Φ(x, 0, ·). Since m0 is absolutely continuous,this implies that, for m0−a.e. x ∈ Rd, ηx−a.e. γ is given by Φ(x, 0, ·). Then equality (38)becomes∫
 Rdϕ(x)µ(x, t)dx =
 ∫Rd
 ∫ΓT
 ϕ(et(γ))m0(x)dηx(γ)dx =
 ∫Rd
 ∫ΓT
 ϕ(Φ(x, 0, t))m0(x)dx
 for any ϕ ∈ C0b (Rd,R) and t ∈ [0, T ]. This proves that µ(t) is given by Φ(·, 0, t)]m0.
 In conclusion we have just established the following result:
 Theorem 4.18 Given a solution u to (27) and under assumption (28), the map s → µ(s) :=Φ(·, 0, s)]m0 is the unique weak solution of (35).
 4.3 Proof of the existence Theorem
 Before starting the proof of Theorem 4.1, we need to show that the system (25) is, somehow,stable. Let (mn) be a sequence of C([0, T ],P1) which uniformly converges to m ∈ C([0, T ],P1).Let un be the solution to
 −∂tun +1
 2|Dxun|2 = F (x,mn(t)) in Rd × (0, T )
 un(x, T ) = g(x,mn(T )) in Rd
 and u be the solution to−∂tu+
 1
 2|Dxu|2 = F (x,m(t)) in Rd × (0, T )
 u(x, T ) = g(x,m(T )) in Rd
 Let us denote by Φn (resp. Φ) the flow associated to un (resp. to u) as above and let us setµn(s) = Φn(·, 0, s)]m0 and µ(s) = Φ(·, 0, s)]m0.
 Lemma 4.19 (Stability) The solution (un) locally uniformly converges u in Rd × [0, T ] while(µn) converges to µ in C([0, T ],P1).
 Proof : From our assumptions on F and g, the sequences of maps (x, t) → F (x,mn(t)) and(x, t) → g(x,mn(T )) locally uniformly converge to the maps (x, t) → F (x,m(t)) and (x, t) →g(x,m(T )) respectively. So the local uniform convergence of (un) to u is a straightforwardconsequence of the standard stability of viscosity solutions.
 From Lemma 4.7 there is a constant C1 such that D2xxun ≤ C1 Id for all n. By local uniform
 convergence of (un) to u this implies that Dxun converges almost everywhere in Rd × (0, T ) toDxu (see Lemma 4.6). From Lemma 4.14 we know that the (µn) are absolutely continuous withsupport contained in K := B(0, C3) and ‖µn‖∞ ≤ C3. Moreover Lemma 4.14 also states that
 d1(µn(s′), µn(s)) ≤ C1|s′ − s| ∀t ≤ s ≤ s′ ≤ T, ∀n ≥ 0 .
 Since P1(K), the set of probability measures on K, is compact, Ascoli Theorem states that thesequence (µn) is precompact in C([0, T ],P1(K)), and therefore a subsequence (still denoted (µn))of the (µn) converges in C([0, T ],P1(K)) and in L∞−weak-* to some m which has a support inK× [0, T ], belongs to L∞(Rd× [0, T ]) and to C([0, T ],P1(K)). Since the (µn) solve the continuityequation for (un), one easily gets by passing to the limit that m satisfies the continuity equationfor u. By uniqueness this implies that m = µ and the proof is complete.
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We are now ready to prove Theorem 4.1. Let C be the convex subset of maps m ∈ C([0, T ],P1)such that m(0) = m0. To any m ∈ C one associates the unique solution u to
 −∂tu+1
 2|Dxu|2 = F (x,m(t)) in Rd × (0, T )
 u(x, T ) = G(x,m(T )) in Rd
 and to this solution one associates the unique solution to the continuity equation∂tµ− div ((Du(x, s)µ(x, s)) = 0 in Rd × (0, T )µ(0) = m0
 Then µ ∈ C and, from Lemma 4.19, the mapping m→ µ is continuous. From Lemma 4.14 thereis a constant C3, independent of m, such that, for any s ∈ [0, T ], µ(s) has a support in B(0, C3)and satisfies
 d1(µ(s), µ(s′)) ≤ C|s− s′| ∀s, s′ ∈ [0, T ] .
 This implies that the mapping m → µ is compact because s → µ(s) is uniformly Lipschitzcontinuous with values in the compact set of probability measures on B(0, C3). One completesthe proof thanks to Schauder fix point Theorem.
 4.4 The vanishing viscosity limit
 We now investigate the limit as σ → 0 of the solutions to(i) −∂tu− σ∆u+
 1
 2|Du|2 = F (x,m) in Rd × (0, T )
 (ii) ∂tm− σ∆m− div (m Du) = 0 in Rd × (0, T )
 (iii) m(0) = m0 , u(x, T ) = G(x,m(T )) in Rd(42)
 Theorem 4.20 Let (uσ,mσ) be a solution to (42). Then, under the assumptions of Theorem4.1, as σ → 0 and up to a subsequence, (uσ,mσ) converges to a solution of (25): for (uσ) theconvergence is locally uniform in Rd × [0, T ], while for (mσ), it is in C0([0, T ],P1(Rd)).
 Remark 4.21 Incidentally this Theorem provides another (but only slightly different) proof ofthe existence Theorem 4.1.
 Proof : As in the proof of Theorem 3.1 one can check that the (mσ) all belong to the compactsubset C of C0([0, T ],P1) defined as the set of maps µ ∈ C0([0, T ],P1) such that
 sups 6=t
 d1(µ(s), µ(t))
 |t− s|12
 ≤ C1
 and
 supt∈[0,T ]
 ∫Rd|x|2dm(t)(x) ≤ C1 ,
 provided C1 is large enough. In particular, up to a subsequence, the mσ converge to some m ∈ C.Following now the proof of Lemma 4.7 one can also check that the uσ are uniformly bounded,uniformly Lipschitz continuous and uniformly semi-concave. Since moreover the maps (x, t)→
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F (x,mσ(t)) and x → G(x,mσ(T )) locally uniformly converge to the maps (x, t) → F (x,m(t))and x→ G(x,m(T )), the limit u is a solution to
 −∂tu+1
 2|Dux|2 = F (x,m(t)) in Rd × (0, T )
 u(x, T ) = G(x,m(T )) in Rd
 Because of the semi-concavity bounds on uσ, Lemma 4.6 states that the Dxuσ converges a.e. toDxu.
 We now need to pass to the limit in equation (42-(ii)). For this we need some bounds onmσ. Recalling that the mσ are solutions to
 ∂tmσ −∆mσ − 〈Dmσ, Duσ〉 −mσ∆uσ = 0 (43)
 with ∆uσ ≤ C by uniform semi-concavity of uσ, one easily checks that
 ‖mσ(·, t)‖∞ ≤ ‖m0‖∞eCt ∀t ∈ [0, T ] ,
 because mσ ≥ 0 and the right-hand side of the above inequality is a super-solution of (43). Sothe (mσ) converge, still up to a subsequence, to m in L∞loc−weak-*. Now, recalling that Dxuσconverges a.e. to Dxu, we can pass to the limit in the weak formulation of (42-(ii)) to get thatm is a weak solution of (25-(ii)).
 4.5 Comments
 Existence results for first order mean field equations are obtained in [43, 44] under more generalconditions. The case of local operators (i.e., where F (x,m) = F (x,m(x)) and G(x,m) =G(x,m(x))) is also discussed, with links with the classical Euler equation. In the case whereF = F (m(x)) where F is a strictly increasing function, the system enjoys a surprizing comparisonprinciple: the key idea is to reduce the system to a single equation on m, equation which turnsout to be elliptic (see Lions’ lectures [47]).
 Other coupling between first order Hamilton-Jacobi and transport equation can be found inthe literature: in particular James and Gosse [27] and Ben Moussa and Kossioris analyze in [10] asystem (coming from geometric optics) which is close to the mean field equation (25). The maindifference is that in [10, 27] the first equation is forward and not backward. The analysis of theresulting system turns out to be completely different from the mean field equation: indeed, if thesecond equation enjoys stronger uniqueness and stability properties, measure valued solutionsare unavoidable.
 Most of the material of subsection 4.1 on semi-concavity properties of value function inoptimal control is borrowed from the monograph by Cannarsa and Sinestrari [12]. In fact,results as Lemmata 4.7, 4.9 or 4.11 hold for a much larger class of optimal control problems,which allows rooms for generalization of the existence Theorem for the mean field equation.
 The analysis of transport equations with discontinuous vector fields has attracted a lot ofattention since the Di Perna-Lions seminal paper [20]. In subsection 4.2, we face a particularlysimple situation where the vector field generates almost everywhere a unique solution. Neverthe-less uniqueness of solution of associated continuity equation requires rather subtle arguments.We rely here on Ambrosio’s approach [3, 4], in particular for the “superposition principle” (for-mula (40)).
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5 The space of probability measures
 We have already seen the important role of the space of probability measures in the mean fieldgame theory. It is now time to investigate the basic properties of this space more thoghroughly.
 The first two parts of this section are dedicated to metric aspects of probability measuresspaces. The results are given mostly without proofs, which can be found, for instance, in Villani’smonographs [55, 56] or in the monograph by Ambrosio, Gigli and Savare [5].
 5.1 The Monge-Kantorovich distances
 Let X be a Polish space (i.e., separable metric space) and P(X) be the set of Borel probabilitymeasures on X. A sequence of measures (µn) is narrowly convergent to a measure µ ∈ P(X) if
 limn→+∞
 ∫Xf(x)dµn(x) =
 ∫Xf(x)dµ(x) ∀f ∈ C0
 b (X) ,
 where C0b (X) is the set of continuous, bounded maps on X. Prokhorov Theorem states that, a
 subset K of P(X) is relatively compact in P(X) if and only if it is tight, i.e.,
 ∀ε > 0, ∃Xε compact subset of X with µ(X\Xε) ≤ ε ∀µ ∈ K .
 In particular, for any µ ∈ P(X) and any ε > 0, there is some Xε compact subset of X withµ(X\Xε) ≤ ε (Ulam’s Lemma).
 There are several ways to metricize the topology of narrow convergence, at least on somesubsets of P(X). Let us denote by d the distance on X and, for p ∈ [1,+∞), by Pp(X) the setof probability measures m such that∫
 Xdp(x0, x)dm(x) < +∞ for some (and hence for all) point x0 ∈ X.
 The Monge-Kantorowich distance on Pp(X) is given by
 dp(m,m′) = inf
 γ∈Π(µ,ν)
 [∫X2
 d(x, y)pdγ(x, y)
 ]1/p
 (44)
 where Π(µ, ν) is the set of Borel probability measures on X such that γ(A × Rd) = µ(A) andγ(Rd × A) = ν(A) for any Borel set A ⊂ X. In other words, a Borel probability measure γ onX ×X belongs to Π(m,m′) if and only if∫
 X2
 ϕ(x)dγ(x) =
 ∫Xϕ(x)dm(x) and
 ∫X2
 ϕ(y)dγ(x) =
 ∫Xϕ(y)dm′(y) ,
 for any Borel and bounded measurable map ϕ : X → R. Note that Π(µ, ν) is non-empty, becausefor instance µ⊗ ν always belongs to Π(µ, ν). Moreover, by Holder inequality, Pp(X) ⊂ Pp′(X)for any 1 ≤ p′ ≤ p and
 dp(m,m′) ≤ dp′(m,m
 ′) ∀m,m′ ∈ Pp(X) .
 We now explain that there exists at least an optimal measure in (44). This optimal measureis often refered to as an optimal transport plan from m to m′.
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Lemma 5.1 (Existence of an optimal transport plan) For any m,m′ ∈ Pp(X), there isat least one measure γ ∈ Π(m,m′) with
 dp(m,m′) =
 [∫X2
 d(x, y)pdγ(x, y)
 ]1/p
 .
 Proof : We first show that Π(µ, ν) is tight. For any ε > 0 there exists a compact set Kε ⊂ Xsuch that m(Kε) ≥ 1− ε/2 and m(Kε) ≥ 1− ε/2. Then, for any γ ∈ (µ, ν), we have
 γ(Kε ×Kε) ≥ γ(Kε ×X)− γ(Kε × (X\Kε))≥ µ(Kε)− γ(X × (RN\Kε))≥ 1− ε/2− ν(X\Kε) ≥ 1− ε .
 This means that Π(µ, ν) is tight. It is also closed for the weak-* convergence. Since the mapγ →
 ∫X2 |x− y|pdγ(x, y) is lower semi-continuous for the weak-* convergence, it has a minimum
 on Π(m,m′).
 Let us now check that dp is a distance.
 Lemma 5.2 For any p ≥ 1, dp is a distance on Pp.
 Proof : Only the triangle inequality presents some difficulty. Let m,m′,m′′ ∈ Pp and γ, γ′
 be optimal transport plans from m to m′ and from m′ to m′′ respectively. We desintegrate themeasures γ and γ′ with respect to m′: dγ(x, y) = dγy(x)dm′(y) and dγ′(y, z) = dγ′y(z)dm
 ′(y)and we defined the measure π on X ×X by∫
 X×Xϕ(x, z)dπ(x, z) =
 ∫X×X×X
 ϕ(x, z)dγy(x)dγ′y(z)dm′(y) .
 Then one easily checks that π ∈ Π(m,m′′) and we have, by Holder inequality,[∫X×X
 dp(x, z)dπ(x, z)
 ]1/p
 ≤[∫
 X×X×X(d(x, y) + d(y, z))pdγy(x)dγ′y(z)dm
 ′(y)
 ]1/p
 ≤[∫
 X×Xdp(x, y)dγy(x)dm′(y)
 ]1/p
 +
 [∫X×X
 dp(y, z)dγy(z)dm′(y)
 ]1/p
 = dp(m,m′) + dp(m
 ′,m′′)
 So dp(m,m′′) ≤ dp(m,m
 ′) + dp(m′,m′′).
 We now prove that the distance dp metricize the weak-* convergence of measures.
 Proposition 5.3 If a sequence of measures (mn) of Pp(X) converges to m for dp, then (mn)weakly converges to m.
 “Conversely”, if the (mn) are concentrated on a fixed compact subset of X and weakly con-verge to m, then the (mn) converge to m in dp.
 Remark 5.4 The sharpest statement can be found in [55]: a sequence of measures (mn) ofPp(X) converges to m for dp if and only if (mn) weakly converges to m and
 limn→+∞
 ∫Xdp(x, x0)dmn(x) =
 ∫Xdp(x, x0)dm(x) for some (and thus any) x0 ∈ X .
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Proof : In a first step, we only show now that, if (mn) converges to m for dp, then
 limn→+∞
 ∫Xϕ(x)dmn(x) =
 ∫Xϕ(x)dm(x) (45)
 for any ϕ ∈ C0b (X). The proof of the converse statement is explained after Theorem 5.5.
 We first prove that (45) holds for Lipschitz continuous maps: indeed, if ϕ is Lipschitzcontinuous for some Lipschitz constant L, then, for any optimal transport plan γn ∈ Π(mn,m)from mn to m, we have∣∣∣∣∫
 Xϕ(x)dmn(x)−
 ∫Xϕ(x)dm(x)
 ∣∣∣∣ =
 ∣∣∣∣∫X
 (ϕ(x)− ϕ(y))dγn(x)
 ∣∣∣∣≤ L
 ∫Xd(x, y)dγn(x) ≤ Ldp(mn,m) .
 So (45) holds for any Lipschitz continuous ϕ.If now ϕ ∈ C0
 b (X), we approximate ϕ by the Lipschitz continuous map
 ϕε(x) = infy∈X
 ϕ(y)− 1
 εd(x, y)
 ∀x ∈ X .
 Then it is an easy exercise to show that ϕε(x)→ ϕ(x) as ε→ 0. Moreover ϕε is (1/ε)−Lipschitzcontinuous, bounded by ‖ϕ‖∞ and satisfies ϕε ≥ ϕ. In particular, from Lebesgue Theorem,
 limε→0
 ∫Xϕε(x)dm(x) =
 ∫Xϕ(x)dm(x) .
 Applying (45) to the Lipschitz continuous map ϕε we have
 lim supn→+∞
 ∫Xϕ(x)dmn(x) ≤ lim sup
 n→+∞
 ∫Xϕε(x)dmn(x) =
 ∫Xϕε(x)dm(x) .
 Then, letting ε→ 0, we get
 lim supn→+∞
 ∫Xϕ(x)dmn(x) ≤
 ∫Xϕ(x)dm(x) .
 Applying the above inequality to −ϕ also gives
 lim infn→+∞
 ∫Xϕ(x)dmn(x) ≥
 ∫Xϕ(x)dm(x) .
 So (45) holds for any ϕ ∈ C0b (X).
 In these notes, we are mainly interested in two Monge-Kantorovich distances, d1 and d2.The distance d2, which is often called the Wasserstein distance, is particularly usefull when Xis a Euclidean or a Hilbert space. Its analysis will be the object of the next subsection.
 As for the distance d1, which often takes the name of the Kantorovich-Rubinstein distance,we have already encountered it several times. Let us point out a very important equivalentrepresentation:
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Theorem 5.5 (Kantorovich-Rubinstein Theorem) For any m,m′ ∈ P1(X),
 d1(m,m′) = sup
 ∫Xf(x)dm(x)−
 ∫Xf(x)dm′(x)
 where the supremum is taken over the set of all 1−Lipschitz continuous maps f : X → R.
 Remark 5.6 In fact the above “Kantorovich duality result” holds for much more general costs(i.e., it is not necessary to minimize the power of a distance). The typical assertion in thisframework is, for any lower semicontinuous map c : X × X → R+ ∪ +∞, the followingequality holds:
 infγ∈Π(m,m′)
 ∫X×X
 c(x, y)dγ(x, y) = supf,g
 ∫Xf(x)dm(x) +
 ∫Xg(y)dm′(y) ,
 where the supremum is taken over the maps f ∈ L1m(X), g ∈ L1
 m′(X) such that
 f(x) + g(y) ≤ c(x, y) for dm−almost all x and dm′−almost all y.
 Ideas of proof of Theorem 5.5: The complete proof of this result exceeds the scope ofthese note and can be found in several text books (see [55] for instance). First note that, if f is1−Lipschitz continuous, then
 f(x)− f(y) ≤ d(x, y) (x, y) ∈ X ×X .
 Integrating this inequality over any measure γ ∈ Π(m,m′) gives∫Xf(x)dm(x)−
 ∫Xf(y)dm′(y) ≤
 ∫X×X
 d(x, y)dγ(x, y) ,
 so that, taking the infimum over γ and the supremum of f gives
 sup
 ∫Xf(x)dm(x)−
 ∫Xf(x)dm′(x)
 ≤ d1(m,m′) .
 The opposite inequality is much more subtle. We now assume that X is compact and denoteby M+(X2) the set of all nonnegative Borel measures on X × X. We first note that, for anyγ ∈M+(X2)
 supf,g∈C0(X)
 ∫Xf(x)dm(x)+
 ∫Xg(y)dm′(y)−
 ∫X×X
 (f(x)+g(y))dγ(x, y) =
 0 if γ ∈ Π(m,m′)+∞ otherwise
 So
 d1(m,m′) = infγ∈M(X2)
 supf,g∈C0(X)
 ∫X×X
 (d(x, y)−f(x)−g(y))dγ(x, y)+
 ∫Xf(x)dm(x)+
 ∫Xg(y)dm′(y)
 If we could use the min-max Theorem, then we would have
 d1(m,m′) = supf,g∈C0(X)
 infγ∈M(X2)
 ∫X×X
 (d(x, y)−f(x)−g(y))dγ(x, y)+
 ∫Xf(x)dm(x)+
 ∫Xg(y)dm′(y)
 where
 infγ∈M(X2)
 ∫X×X
 (d(x, y)− f(x)− g(y))dγ(x, y) =
 0 if f(x) + g(y) ≤ d(x, y) ∀x, y ∈ X−∞ otherwise
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So
 d1(m,m′) = supf,g
 ∫Xf(x)dm(x) +
 ∫Xg(y)dm′(y)
 where the supremum is taken over the maps f, g ∈ C0(X) such that f(x) + g(y) ≤ d(x, y)holds for any x, y ∈ X. Let us fix f, g ∈ C0(X) satisfying this inequality and set f(x) =miny∈X [d(x, y)− g(y)] for any x ∈ X. Then, by definition, f is 1−Lipschitz continuous, f ≥ fand f(x) + g(y) ≤ d(x, y). So∫
 Xf(x)dm(x) +
 ∫Xg(y)dm′(y) ≤
 ∫Xf(x)dm(x) +
 ∫Xg(y)dm′(y) .
 We can play the same game by replacing g by g(y) = minx∈X d(x, y) − f(x), which is also1−Lipschitz continuous and satisfies g ≥ g and f(x)+ g(y) ≤ d(x, y). But one easily checks thatg(y) = −f(y). So∫
 Xf(x)dm(x) +
 ∫Xg(y)dm′(y) ≤
 ∫Xf(x)dm(x)−
 ∫Xf(y)dm′(y) .
 Hence
 d1(m,m′) ≤ supf
 ∫Xf(x)dm(x)−
 ∫Xf(y)dm′(y)
 where the supremum is taken over the 1−Lipschitz continuous maps f . This completes theformal proof of the result.
 End of the proof of Proposition 5.3 : It remains to show that, if the (mn) are concentratedon a fixed compact subset K of X and weakly converge to m, then the (mn) converge to m indp. Note that m(K) = 1, so that m is also concentrated on K.
 We now show that it is enough to do the proof for p = 1: indeed, if γ ∈ Π(mn,m), thenγ(K ×K) = 1 because mn and m are concentrated on K. Therefore∫
 X×Xdp(x, y)dγ(x, y) =
 ∫K×K
 dp(x, y)dγ(x, y) ≤ [diam(K)]p−1
 ∫K×K
 d(x, y)dγ(x, y)
 where diam(K) denotes the diameter of K, i.e., diam(K) = maxx,y∈K d(x, y), which is boundedsince K is compact. Setting C = [diam(K)](p−1)/p, we get
 dp(mn,m) ≤ infγ∈Π(mn,m)
 C
 [∫K×K
 d(x, y)dγ(x, y)
 ]1/p
 ≤ C[d1(mn,m)]1/p
 and it is clearly enough to show that the right-hand side has a limit.In order to prove that (mn) converge to m in d1, we use Theorem 5.5 which implies that we
 just have to show that
 limn→+∞
 supLip(f)≤1
 ∫Kf(x)d(mn −m)(x) = 0 .
 Note that can can take the supremum over the set of maps f such that f(x0) = 0 (for somefixed point x0 ∈ K). Now, by Ascoli Theorem, the set F of maps f such that f(x0) = 0 andLip(f) ≤ 1 is compact. In particular, for any n, there is some fn ∈ F such that d1(mn,m) =
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∫K fn(x)d(mn −m)(x). Let f ∈ F be a limit of a subsequence of the (fn) (still denoted (fn)).
 Then, by uniform convergence of (fn) to f and weak convergence of (mn) to m, we have
 lim supn
 d1(mn,m) = lim supn
 ∫Kfn(x)d(mn −m)(x) = 0 ,
 which proves that, for any converging subsequence of the precompact family (fn) there is asubsequence of the (d1(mn,m)) which converges to 0. This implies that the full sequence(d1(mn,m)) converges to 0.
 In the case where X = Rd, we repeatedly use the following compactness criterium:
 Lemma 5.7 Let r ≥ p > 0 and K ⊂ Pp be such that
 supµ∈K
 ∫Rd|x|rdµ(x) < +∞ .
 Then the set K is tight. If moreover r > p, then K is relatively compact for the dp distance.
 Note carefully that bounded subsets of Pp are not relatively compact for the dk distance.For instance, in dimension d = 1 and for p = 2, the sequence of measures µn = n−1
 n δ0 + 1nδn2
 satisfies d2(µn, δ0) = 1 for any n ≥ 1 but µn narrowly converges to δ0.
 Proof of Lemma 5.7: Let ε > 0 and R > 0 sufficiently large. We have for any µ ∈ K:
 µ(Rd\BR(0)) ≤∫Rd\BR(0)
 |x|r
 Rrdµ(x) ≤ C
 Rr< ε ,
 where C = supµ∈K∫Rd |x|
 rdµ(x) < +∞. So K is tight.Let now (µn) be a sequence in K. From the previous step we know that (µn) is tight and
 therefore there is a subsequence, again denoted (µn), which narrowly converges to some µ. Letus prove that the convergence holds for the distance dp. Let R > 0 be large and let us setµRn := ΠBR(0)]µn and µR := ΠBR(0)]µ, where ΠBR(0) denotes the projection onto BR(0). Notethat
 dpp(µRn , µn) ≤
 ∫Rd|ΠBR(0)(x)− x|pdµn(x) ≤
 ∫(BR(0))c
 |x|pdµn(x)
 ≤ 1
 Rr−p
 ∫(BR(0))c
 |x|rdµn(x) ≤ C
 Rr−p.
 In the same way, pp(µR, µ) ≤ CRr−p . Let us fix ε > 0 and let us choose R such that C
 Rr−p ≤ (ε/3)p.Since the µRn have a support in the compact set BR(0) and weakly converge to µR, Proposition5.3 states that the sequence (µRn ) converges to µR for the distance dp. So we can choose n0 largeenough such that dp(µ
 Rn , µ
 R) ≤ ε/3 for n ≥ n0. Then
 dp(µn, µ) ≤ dp(µ
 Rn , µn) + dp(µ
 Rn , µ
 R) + dp(µR, µ) ≤ ε ∀n ≥ n0 .
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5.2 The Wasserstein space of probability measures on Rd
 From now on we work in X = Rd. Let P2 = P2(Rd) be the set of Borel probability measureson Rd with a second ordre moment: m belongs to P2 if m is a Borel probability on Rd with∫Rd |x|
 2m(dx) < +∞. The Wasserstein distance is just the Monge-Kankorovich distance whenp = 2:
 d2(µ, ν) = infγ∈Π(µ,ν)
 [∫R2d
 |x− y|2dγ(x, y)
 ]1/2
 (46)
 where Π(µ, ν) is the set of Borel probability measures on R2d such that γ(A× Rd) = µ(A) andγ(Rd ×A) = ν(A) for any Borel set A ⊂ Rd.
 An important point, that we shall use sometimes, is the fact that the optimal transport plancan be realized as an optimal transport map whenever µ is absolutely continuous.
 Theorem 5.8 (Existence of an optimal transport map) If µ ∈ P2 is absolutely contin-uous, then, for any ν ∈ P2, there exists a convex map Φ : RN → R such that the measure(idRd , DΦ)]µ is optimal for d2(µ, ν). In particular ν = DΦ]µ.
 Conversely, if the convex map Φ : RN → R satisfies ν = DΦ]µ, then the measure (idRd , DΦ)]µis optimal for d2(µ, ν).
 The proof of this result, due to Y. Brenier [11], exceeds the scope of these notes. It can befound in various places, such as [55].
 5.3 Polynomials on P(Q)
 Let Q be a compact metric space and let us denote as usual by P(Q) the set of probabilitymeasures on Q. We say that a map P ∈ C0(P(Q)) is a monomial of degree k if there are kreal-valued continuous maps φi : Q→ R (i = 1, . . . , k) such that
 P (m) =
 k∏i=1
 ∫Qφi(x)dm(x) ∀m ∈ P(Q) .
 If Q is a compact subset of Rd, it is usual convenient to also assume that the maps φi are C∞.Note that the product of two monomials is still a monomial. Hence the set of polynomials,
 i.e., the set of finite linear combinations of monomials, is subalgebra of C0(P(Q)). It containsthe unity: P (m) = 1 for all m ∈ P(Q) (choose φ = 1). It also separates points: indeed,if m1,m2 ∈ P(Q) are distinct, then there is some smooth map φ : Rd → R with compactsupport such that
 ∫Q φ(x)dm1(x) 6=
 ∫Q φ(x)dm2(x). Then the monomial P (m) =
 ∫Q φ(x)dm(x)
 separates m1 and m2. Using Stone-Weierstrass Theorem we have proved the following:
 Proposition 5.9 The set of polynomials is dense in C0(P(Q)).
 5.4 Hewitt and Savage Theorem
 We now investigate here the asymptotic behavior of symmetric measures of a large numberof variables. Let us fix a compact probability metric space. We say that a measure µ onQk (where k ∈ N∗) is symmetric if, for any permutation σ on 1, . . . , k, πσ]µ = µ, whereπσ(x1, . . . , xk) = (xσ(1), . . . , xσ(k)).
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For any k ≥ 1, Let mk be a symmetric measure on Qk and let us set, for any n < k,
 mkn =
 ∫Qn−k
 dmk(xn+1, . . . , xn) .
 Then, from a diagonal argument, we can find a subsequence k′ → +∞ such that (mk′n ) has
 a limit mn as k′ → +∞ for any n ≥ 0. Note that the mn are still symmetric and satisfies∫Q dmn+1(xn+1) = mn for any n ≥ 1. Hewitt and Savage describes the structure of such
 sequence of measures.
 Theorem 5.10 (Hewitt and Savage) Let (mn) be a sequence of symmetric probability mea-sures on Qn such that
 ∫Q dmn+1(xn+1) = mn for any n ≥ 1. Then there is a probability measure
 µ on P(Q) such that, for any continuous map f ∈ C0(P(Q)),
 limn→+∞
 ∫Qnf
 (1
 n
 n∑i=1
 δxi
 )dmn(x1, . . . , xn) =
 ∫P(Q)
 f(m)dµ(m) . (47)
 Moreover
 mn(A1 × · · · ×An) =
 ∫P(Q)
 m(A1) . . .m(An)dµ(m) (48)
 for any n ∈ N∗ and any Borel sets A1, . . . , An ⊂ Q.
 Remark 5.11 An important case is when the measure mn = ⊗ni=1m0, where m0 ∈ P(Q).Then, because of (48), the limit measure has to be δm0 . In particular, for any continuous mapf ∈ C0(P(Q)), (47) becomes
 limn→+∞
 ∫Qnf
 (1
 n
 n∑i=1
 δxi
 )dmn(x1, . . . , xn) = f(m0) .
 In particular, if d1 is the Kantorovich-Rubinstein distance on P(Q), then
 limn→+∞
 ∫Qn
 d1
 (1
 n
 n∑i=1
 δxi ,m0
 )dmn(x1, . . . , xn) = 0 .
 Remark 5.12 (Probabilistic interpretation of the Hewitt and Savage Theorem) The aboveresult is strongly related with De Finetti’s Theorem (see for instance [38]). Let (Ω,A,P) be aprobability space and (Xk) a sequence of random variables with values in Q. The sequence (Xk)is said to be exchangeable if for all n ∈ N∗, the law of (Xσ(1), . . . , Xσ(n)) is the same as the lawof (X1, . . . , Xn) for any permutation σ of 1, . . . , n. For instance, if the (Xn) are iid, then thesequence is exchangeable.
 De Finetti’s Theorem states that there is a σ−algebra F∞ conditional to which the (Xi) areiid: namely
 P [X1 ∈ A1, . . . , Xn ∈ An | F∞] =
 n∏i=1
 P [Xi ∈ Ai | F∞]
 for any n ∈ N∗ and any Borel sets A1, . . . , An ⊂ Q.
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Proof of Theorem 5.10: For any n ≥ 1 let us define the linear functional Ln ∈ (C0(P(Q)))∗
 by
 Ln(P ) =
 ∫QnP (
 1
 n
 n∑i=1
 δyi)mn(dy1, . . . , dyn) ∀P ∈ C0(P(Q)) .
 We want to show that Ln has a limit as n→ +∞. Since the Ln are obviously uniformly bounded,it is enough to show that Ln(P ) has a limit for any map P of the form
 P (m) =
 ∫Qjφ(x1, . . . , xj)dm(x1) . . . dm(xj) (49)
 where φ : Qj → R is continuous, because such class of functions contain the monomials definedin subsection 5.3, and the set of resulting polynomials is dense in C0(P(Q)). Note that, for anyn ≥ j and any y1, . . . , yn ∈ Q,
 P (1
 n
 n∑i=1
 δyi) =1
 nj
 ∑(i1,...,ij)
 φ(yi1 , . . . , yij )
 where the sum is taken over the (i1, . . . , ij) ∈ 1, . . . , nj . So
 Ln(P ) =1
 nj
 ∑i1,...,ij
 ∫Qnφ(yi1 , . . . , yij )mn(dy1, . . . , dyn)
 Since mn is symmetric and satisfies∫Qn−j dmn(xj+1, . . . , xn) = mj , if i1, . . . , ij are distinct we
 have ∫Qnφ(yi1 , . . . , yij )mn(dy1, . . . , dyn) =
 ∫Qjφ(y1, . . . , yj)dmj(x1, . . . , xj) .
 On another hand
 ](i1, . . . , ij) , i1, . . . , ij distinct =n!
 (n− j)!∼n→+∞ nj ,
 so that
 limn→+∞
 Ln(P ) =
 ∫Qjφ(y1, . . . , yj)dmj(x1, . . . , xj) .
 This prove the existence of a limit L of Ln as n → +∞. Note that L ∈ (C0(P(Q)))∗, thatL is nonegative and that L(1) = 1. By Riesz representation Theorem there is a unique Borelmeasure µ on P(Q) such that L(P ) =
 ∫P(Q) P (m)dµ(m).
 It remains to show that the measure µ satisfies relation (48). Let P be again defined by (49).We have already proved that
 L(P ) =
 ∫Qj
 φ(y1, . . . , yj)dmj(x1, . . . , xj) =
 ∫P(Q)
 P (m)µ(dm)
 where ∫P(Q)
 P (m)µ(dm) =
 ∫P(Q)
 (∫Qjφ(x1, . . . , xj)dm(x1) . . . dm(xj)
 )µ(dm)
 Let now A1, . . . , Aj be closed subsets of Q. We can find a nonincreasing sequence (φk) ofcontinuous functions on Rj which converges to 1A1(x1) . . .1Aj (xj). This gives (48) for anyclosed subsets A1, . . . , Aj of Q, and therefore for any Borel measurable subset of A1, . . . , Aj ofQ.
 The fact that we are working on a compact set plays little role and this assumption can beremoved, as we show in a particular case.
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Corollary 5.13 Let m0 be probability measure on a Polish space X with a first order moment(i.e., m0 ∈ P1(X)) and let mn = ⊗ni=1m0 be the law on XN of n iid random variables with lawm0. Then, for any Lipschitz continuous map f ∈ C0(P1(X)),
 limn→+∞
 ∫Xn
 f
 (1
 n
 n∑i=1
 δxi
 )dmn(x1, . . . , xn) = f(m0) .
 Proof : For ε > 0 let Kε be a compact subset of X such that µ0(Kε) ≥ 1 − ε. We alsochoose Kε in such a way that, for some fixed x ∈ X,
 ∫X\Kε d(x, x)dm0(x) ≤ ε. Without loss of
 generality we can suppose that x ∈ Kε. Let us now denote by π the map defined by π(x) = xif x ∈ Kε, π(x) = x otherwise, and set mε = π]m0 and mε
 n = ⊗ni=1mε. Note that by definitionmεn = (π, . . . , π)]mn. Since mε is concentrated on a compact set, we have, from Theorem 5.10,
 limn→+∞
 ∫Xn
 f
 (1
 n
 n∑i=1
 δxi
 )dmε
 n(x1, . . . , xn) = f(mε) .
 On the other hand, using the Lipschitz continuity of f , one has for any n:∣∣∣∣∣∫Xn
 f
 (1
 n
 n∑i=1
 δxi
 )d(mε
 n −mn)
 ∣∣∣∣∣ ≤∫Xn
 ∣∣∣∣∣f(
 1
 n
 n∑i=1
 δxi
 )− f
 (1
 n
 n∑i=1
 δπ(xi)
 )∣∣∣∣∣ dmn
 ≤ Lip(f)
 ∫Xn
 d1
 (1
 n
 n∑i=1
 δxi ,1
 n
 n∑i=1
 δπ(xi)
 )dmn
 ≤ Lip(f)
 ∫X\Kε
 d(x, x) dm0(x) ≤ Lip(f)ε
 In the same way,|f(m0)− f(mε)| ≤ Lip(f)d1(m0,mε) ≤ Lip(f)ε .
 Combining the above inequalities easy gives the result.
 Another consequence of the Hewitt and Savage Theorem is:
 Theorem 5.14 Let Q be compact and un : Qn → R be symmetric and converge to U : P(Q)→R in the sense of Theorem 2.1:
 limn→+∞
 supX∈Qn
 |un(X)− U(mnX)| = 0
 and (mn) be a sequence of symmetric probability measures on Qn such that∫Q dmn+1(xn+1) =
 mn for all n and µ be the associate probability measure on P(Q) as in the Hewitt and SavageTheorem. Then
 limn→+∞
 ∫Qnun(x1, . . . , xn)dmn(x1, . . . , xn) =
 ∫P(Q)
 U(m)dµ(m) .
 Proof : From the convergence of un to U we have
 limn→+∞
 ∣∣∣∣∫Qnun(x1, . . . , xn)dmn(x1, . . . , xn)−
 ∫QnU(mn
 x1,...,xn)dmn(x1, . . . , xn)
 ∣∣∣∣ = 0 ,
 while, since U is continuous, Hewitt and Savage Theorem states that
 limn→+∞
 ∫QnU(mn
 x1,...,xn)dmn(x1, . . . , xn) =
 ∫P(Q)
 U(m)dµ(m) .
 Combining these two relations gives the result.
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5.5 Comments
 The study of optimal transport and Monge-Kantorivitch distances is probably one of the mostdynamic areas in analysis in these last two decades. The applications of this analysis are numer-ous, from probability theory to P.D.Es and from to geometry. The first two subsections of thispart rely on Villani’s monographs [55, 56] or in the monograph by Ambrosio, Gigli and Savare[5]. The definition of polynomials on P(Q) comes from [47], as well as the proof of the Hewittand Savage Theorem (see also the original reference by Hewitt and Savage [31] and Kingman[38] for a survey on exchangeability).
 6 Hamilton-Jacobi equations in the space of probability mea-sures
 We are now interested in the analysis of Hamilton-Jacobi equations in the space of measures.As we shall see in section 7, such equations provide the right framework for the study of limitsof large systems of Hamilton-Jacobi equations in finite dimensional spaces. The first part ofthis section is devoted to the notion of derivative in the Wasserstein space. The study of theHamilton-Jacobi equations comes as a byproduct.
 6.1 Derivative in the Wasserstein space
 The key idea of this section is to see probability measures on Rd as laws of Rd−valued randomvariables on some probability space (Ω,A,P), and use the vector structure of the set of randomvariable to define derivatives.
 Let (Ω,A,P) be a probability space, where Ω is a Polish space, A the Borel σ−algebra andP an atomless Borel probability measure on (Ω,A). If X is a random variable on (Ω,A,P) wedenote by L(X) the law of X. Recall that, for any integer k ≥ 1 and any probability measurem ∈ P2(Rk), there is some random vector X ∈ Rk such that L(X) = m.
 Let L2(Ω) be the set of random variables X such that E[|X|2] < +∞. If X ∈ L2(Ω), wedenote by ‖X‖2 its norm. Note that X belongs to L2(Ω) if and only if L(X) belongs to theWasserstein space P2. It is an easy exercise to show that d2 can be realized on the probabilityspace (Ω,A,P) as follows:
 d2(m1,m2) = inf‖X1 −X2‖2 , L(X1) = m1, L(X2) = m2 ∀m1,m2 ∈ P2 .
 Let u : P2 → R. We denote by U its “extension” to L2(Ω) defined by
 U [X] = u(L(X)) ∀X ∈ L2(Ω) . (50)
 Note that the map X → U [X] has the very particular property of depending only of the law of X.
 Example : If u : P2 → R is the “monomial”
 u(m) =
 k∏i=1
 ∫Rdϕi(x)dm(x) ∀m ∈ P2 , (51)
 where the ϕi ∈ C∞c (Rd), then the associated fonction U is just
 U [X] =k∏i=1
 E [ϕi(X)] ∀X ∈ L2(Ω) .
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Definition 6.1 We say that u is differentiable at m0 ∈ P2 if there is X0 ∈ L2(Ω) such thatL(X0) = m0 and U is Frechet differentiable at X0.
 We say that u is of class C1 in a neighborhood of m0 ∈ P2 if there is X0 ∈ L2(Ω) such thatL(X0) = m0 and U is of class C1 in a neighborhood of X0.
 Let us identify L2(Ω) with its dual space. If U ′[X0] exists, one define the gradient DU [X0]of U [·] at X0 by
 U ′[X0](Y ) = E(〈DU [X0], Y 〉) ∀Y ∈ L2(Ω) .
 Theorem 6.2 (Law of the gradient) Let u : P2 → R and U be defined by (50). If u isdifferentiable at m0 ∈ P , then for any X ∈ L2(Ω) such that L(X) = m0, U [·] is differentiable atX and the law of DU [X] does not depend on X.
 Remark 6.3 In fact the proof of the Theorem also applies if one change the probability space.So the definition is really intrinsic.
 Example : For instance a monomial u of the form (51) is of class C1 on P2, because
 DU [X] =
 k∑i=1
 ∏j 6=k
 E [ϕj(X)]
 Dφi(X) ∀X ∈ L2(Ω) .
 Hence
 Dmu(m)(x) =
 k∑i=1
 ∏j 6=k
 ∫Rdϕj(y)dm(y)
 Dφi(x) ∀x ∈ Rd, ∀m ∈ P2 .
 In the proof of Theorem 6.2 we use the following technical result, proved below. Here weneed the fact that Ω is an atomless Polish space:
 Lemma 6.4 Let X,Y ∈ L2(Ω) with the same law. Then, for any ε > 0, there is a bijective mapτ : Ω→ Ω such that τ and τ−1 are measurable and measure preserving and ‖Y −X τ‖∞ ≤ ε.
 Proof of Theorem 6.2: Since u is differentiable, there is some X0 ∈ L2(Ω) such that L(X0) =m0 and U is differentiable at X0. Let X ∈ L2(Ω) such that L(X) = m0. Since X and X0 havethe same law, Lemma 6.4 states that, for any h > 0 there is a bijective map τh : Ω → Ω suchthat τh and τ−1
 h are measurable and measure preserving and ‖X−X0 τ−1h ‖∞ ≤ h. In particular
 ‖X −X0 τh‖2 ≤ h.Since U depends only on the law of the random variable and since it is differentiable at X0,
 we have
 U [X +H] = U [X τh +H τh]= U [X0] + E [〈DU [X0], X τh +H τh −X0〉] + ‖X τh +H τh‖2ε(X τh +H τh)
 = U [X] + E[〈DU [X0] τ−1
 h , X +H −X0 τ−1h 〉]
 + ‖X τh +H τh‖2ε(X τh +H τh)(52)
 Let us show that (DU [X0] τ−1h ) is a Cauchy sequence as h → 0. Indeed, if we fix ε > 0 and
 choose δ ∈ (0, 1 ∧ ε) such that |ε(H)| ≤ ε if ‖H‖2 ≤ 2δ, then for any h, h′ ∈ (0, δ2) and anyH ∈ L2(Ω) with ‖H‖2 ≤ δ, we have, thanks to (52)∣∣E [〈DU [X0] τ−1
 h −DU [X0] τ−1h′ , H〉
 ]∣∣ ≤ 2‖DU [X0]‖2δ2 + [δ + δ2]ε ,
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which gives, for a suitable choice of H,∥∥DU [X0] τ−1h −DU [X0] τ−1
 h′
 ∥∥2≤ 2‖DU [X0]‖2δ + [1 + δ]ε ≤ Cε .
 Let us denote by Z the limit of DU [X0] τ−1h as h → 0. Since τh is measure preserving, the
 DU [X0] τ−1h , and therefore Z, have the same law as DU [X0]. Letting finally h → 0 in (52)
 gives|U [X +H]− U [X]− E [〈Z,H〉]| ≤ ‖H‖2 ε
 for any ε > 0 and any H with ‖H‖2 sufficiently small. This proves that DU [X] exists and isequal to Z.
 Proof of Lemma 6.4 : Let us cover Rd with an enumerable family (An) of Borel sets witha diameter less than ε. Let Bn = X−1(An) and B′n = Y −1(An). Then (Bn) and (B′n) form twomeasurable partitions of Ω. Since X and Y have the same law, P(Bn) = P(B′n). Hence, Ω beingan atomless Polish space, it is well-known that there is bijection τn : Bn → B′n such that τn andτ−1n are measurable and measure preserving. If we set τ =
 ∑n τn1Bn , then τ is a bijection of Ω
 and τ and τ−1 preserve the measure. Moreover, ‖Y −X τ‖∞ ≤ ε.
 Theorem 6.5 (Structure of the gradient) Let u : P2 → R be of classe C1, µ ∈ P2 andX ∈ L2(Ω) be such that L(X) = µ. Then there is some ξ ∈ L2
 µ(Rd,Rd) such that DU [X] = ξ(X)P−a.s.
 Proof : Let us first assume that µ is absolutely continuous with respect to the Lebesguemeasure and satisfies ∫
 Rd|x|6dµ(x) < +∞ . (53)
 For ε, α > 0 we look at the perturbed problem
 minY ∈L4(Ω)
 U [Y ] +1
 2εE[|X − Y |2] + αE[|Y |4] (54)
 Let us first show that minimum exists: let (Zn) be a minimizing sequence, νn = L(Zn). Sinceµ is absolutely continuous, Theorem 5.8 states that there is some convex map ψn such thatνn = ψn]µ. Let Yn = ψn(X). Then L(Yn) = νn and d2(µ, νn) = ‖X − Yn‖2. Note that (Yn) isalso a minimizing sequence because
 U [Yn] +1
 2εE[|X − Yn|2] + αE[|Yn|4] ≤ U [Zn] +
 1
 2εE[|X − Zn|2] + αE[|Zn|4]
 since U [·] and E[| · |4] depend only of the law of the random variable, and since, by definition,E[|X − Yn|2] ≤ E[|X − Zn|2]. Note that, since U [·] is differentiable at X, it is locally boundedin a neighborhood of X. So, for ε > 0 sufficiently small,
 supn
 ∫Rd|x|4dνn(x) = sup
 nE[|Yn|4
 ]< +∞ .
 In particular the sequence (νn) is tight. Let us still denote by (νn) a converging subsequenceand let ν be its limit. Then Lemma 5.7 states that (νn) converges to ν in P2. Therefore
 limnU [Yn] = lim
 nu(νn) = u(ν) and lim
 nE[|X − Yn|2] = lim
 nd2
 2(µ, νn) = d22(µ, ν)
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while, by convexity,
 lim infn
 E[|Yn|4] = lim infn
 ∫Rd|x|4dνn(x) ≥
 ∫Rd|x|4dν(x) .
 Since µ is absolutely continuous, there is a convex map ψα,ε : Rd → Rd such that ν = Dψα,ε]µand d2
 2(µ, ν) =∫Rd |Dψα,ε(x)− x|2dµ(x). Then Yα,ε = Dψα,ε(X) is a minimizer in (54).
 Since U is everywhere differentiable and Yα,ε = Dψα,ε(X) is a minimizer in (54), we have,for any Z ∈ L∞(Ω),
 U ′[Yα,ε](Z) +1
 εE[〈(Yα,ε −X), Z〉] + 4αE[|Yα,ε|2〈Yα,ε, Z〉] = 0 .
 Since Z is dense in L2(Ω) and X,Yα,ε, DU [Yα,ε] ∈ L2(Ω), the above equality implies that|Yα,ε|2Yα,ε ∈ L2(Ω) and that
 DU [Yα,ε] = −1
 ε(Yα,ε −X)− 4α|Yα,ε|2Yα,ε .
 In particular DU [Yα,ε] ∈ σ(X). But σ(X) is closed in L2(Ω) and (Yα,ε) converges to X in L2(Ω)as ε→ 0 because of (53). So DU [X] ∈ σ(X) thanks to the continuity of DU .
 Next we remove the assumption (53) but still assume that X is absolutely continuous. Wenote that Xn = nX/(n+ |X|) converges to X in L2(Ω) and is absolutely continuous. On anotherhand, since E[|Xn|4] < +∞, we have from the previous step that DU [Xn] ∈ σ(Xn) ⊂ σ(X).Letting n→ +∞ we get that DU [X] ∈ σ(X).
 Finally we remove the absolute continuity assumption. We can extend the probability spaceΩ in such a way that there are two a Gaussian variables W1 and W2 such that X, W1 and W2
 are independent. Then Xn := X + Wi/n (for i = 1, 2) is absolutely continuous and thereforeDU [Xn] ∈ σ(X,Wi). Letting n → +∞ gives that DU [X] ∈ σ(X,Wi) for i = 1, 2. Sinceσ(X,W1) ∩ σ(X,W2) = σ(X), we get the result.
 Recall that a random variable Y ∈ Rd is X−adapted if and only if there exists a Lebesguemeasurable map ξ : Rd → Rd such that Y = ξ(X) P−a.s. (cf. Billingsley “Probability andMeasure”, Theorem 20.1). So there is some measurable map ξ such that DU [X] = ξ(X). Notethat ξ is defined µ−a.e. and belongs to L2
 µ because DU [X] = ξ(X) ∈ L2(Ω).
 6.2 First order Hamilton-Jacobi equations
 We consider equations of the form
 ∂u
 ∂t(m, t) +H(m, t,Dmu(m, t)) = 0 in P2(Rd)× [0, T ] (55)
 where H = H(m, t, ξ) is defined from (m, t) ∈ P2 × [0, T ] and ξ ∈ L2m(Rd,Rd).
 Definition 6.6 We say that a map u is a (sub, super) solution of the HJ equation (55) if themap U : L2(Ω,Rd)→ R defined by
 U [X] = u(L(X)) ∀X ∈ L2(Ω,Rd)
 is a (sub, super) solution of the HJ equation
 ∂U
 ∂t(X, t) + H(X, t,DU(X, t)) = 0 in L2(Ω,Rd)× [0, T ] (56)
 where H : L2(Ω)× [0, T ]× L2(Ω,Rd)→ R coincides with H is the sense that
 H(X, t, ξ(X)) = H(L(X), t, ξ) ∀(X, t) ∈ L2(Ω)× [0, T ], ξ ∈ L2L(X)(R
 d,Rd) .
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Let us recall that the definition of a viscosity solution in a Hilbert space does not differ fromthe usual one:
 Definition 6.7 We say that U is a subsolution of the HJ equation (56) if, for any test functionφ ∈ C1(L2) such that the map U − φ has a local maximum at (X0, t0) ∈ L2 × (0, T ] one has
 ∂φ
 ∂t(X0, t0) + H(X0, t0, DU(X0, t0)) ≤ 0 in L2(Ω,Rd)× [0, T ]
 In a symmetric way U is a supersolution of the HJ equation (56) if, for any test functionφ ∈ C1(L2) such that the map U − φ has a local minimum at (X0, t0) ∈ L2 × (0, T ] one has
 ∂φ
 ∂t(X0, t0) + H(X0, t0, DU(X0, t0)) ≥ 0 in L2(Ω,Rd)× [0, T ]
 Finally U is a solution of (56) if U is a sub and a super solution (56).
 To illustrate the powerful aspect of the approach described above, let us give some ideas onthe analysis to the toy model of the Eikonal equation:
 ∂u
 ∂t+
 1
 2‖Dmu‖2 = 0 in P2(Rd)× [0, T ] (57)
 The main point is the following comparison Theorem:
 Theorem 6.8 Let u1, u2 : P2 → R be two uniformly continuous, bounded maps such that u1 isa subsolution of (57) and u2 is a supersolution of (57) with u1 ≤ u2 at t = 0. Then u1 ≤ u2.
 Remark 6.9 In fact, much more is said in Lions’ lectures [47] about this equation, that wedo not develop here for lack of time: for instance, one can show the following representationformula:
 u(m, t) = infm′∈P2
 u0(m′) +
 1
 td2
 2(m,m′)
 ∀(m, t) ∈ P2 × (0, T ] .
 One can also prove the following stability property: for N ≥ 1, let uN be the solution to∂tu
 N + N2
 ∑Ni=1 |Dxiu
 N |2 = 0 in RNd × (0, T )uN (x1, . . . , xN , 0) = uN0 (x1, . . . , xN ) in RNd
 If uN0 converges to some u0 : P2 → R is the sense of Theorem 2.1 (with d2 replacing d1), thenuN converge to the unique solution of the Eikonal equation (57) with initial condition u0.
 Proof : The proof is a direct application of [16]. Let Ui[X, t] = ui(L(X), t). Then Ui areuniformly continuous and bounded on L2, U1 is a subsolution of equation
 ∂U
 ∂t(X, t) + ‖DU(X, t)‖22 = 0 in L2(Ω,Rd)× [0, T ] (58)
 while U2 is a supersolution of (58). Let ε, σ, δ, α ∈ (0, 1) to be choose later and look at the map
 Φ(X, t, Y, s) = U1[X, t]− U2[Y, s]− 1
 2ε‖(X, t)− (Y, s)‖22 −
 α
 2(‖X‖22 + ‖Y ‖22)− σt
 From Stegall Theorem there are ξs, ξt ∈ R, ξX , ξY ∈ L2 such that |ξs|, |ξt|, ‖ξX‖2, ‖ξY ‖2 ≤ δ andthe map (X, t, Y, s) → Φ(X, t, Y, s) − 〈ξX , X〉 − 〈ξY , Y 〉 − ξtt − ξss has a maximum at a pointX, t, Y , s.
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Since the Ui are bounded by some M and
 Φ(X, t, Y , s)− 〈ξX , X〉 − 〈ξY , Y 〉 − ξtt− ξss ≥ Φ(0, 0, 0, 0)
 we have
 α(‖X‖22 + ‖Y ‖22) +1
 ε‖(X, t)− (Y , s)‖22 ≤ C(1 + δ(‖X‖22 + ‖Y ‖22)
 12 )
 where C only depends on M . So
 (‖X‖22 + ‖Y ‖22)12 ≤ C
 (δ
 α+
 1√α
 )(59)
 and
 ‖(X, t)− (Y , s)‖2 ≤ C√ε
 (1 +√δ
 (δ
 α+
 1√α
 ) 12
 ). (60)
 Let us now assume for a while that t > 0 and s > 0. Since the map (X, t) → Φ(X, t, Y , s) −〈ξX , X〉 − 〈ξY , Y 〉 − ξtt− ξss has a maximum at (X, t) and U1 is a subsolution, we have
 ξt + σ +t− sε
 +
 ∥∥∥∥ξX + αX +X − Yε
 ∥∥∥∥2
 2
 ≤ 0 .
 In the same way, since the map (Y, s) → Φ(X, t, Y, s) − 〈ξX , X〉 − 〈ξY , Y 〉 − ξtt − ξss has amaximum at (Y , s) and U2 is a supersolution, we have
 −ξs +t− sε
 +
 ∥∥∥∥−ξY − αY +X − Yε
 ∥∥∥∥2
 2
 ≥ 0 .
 Computing the difference in the two inequalities gives
 σ + ξt + ξs +
 ∥∥∥∥ξX + αX +X − Yε
 ∥∥∥∥2
 2
 −∥∥∥∥−ξY − αY +
 X − Yε
 ∥∥∥∥2
 2
 ≤ 0 .
 Hence
 σ − 2δ − 2(‖ξX‖2 + ‖ξY ‖2 + α(‖X‖2 + ‖Y ‖2))
 ∥∥∥∥X − Yε∥∥∥∥
 2
 − (‖ξY ‖2 + α‖Y ‖2)2 ≤ 0 .
 Using estimates (59) and (60) and the fact that ε ≤ 1 we get
 σ − 2δ − C(δ +√α)
 (1 +√δ
 (δ
 α+
 1√α
 ) 12
 )− (δ +
 √α)2 ≤ 0 .
 If we let first δ → 0, and then α→ 0 we get a contradiction because σ > 0. So we can choose δand α small enough (independently of ε) such that either t = 0 or s = 0.
 Let us assume to fix the ideas that t = 0. Let ω be a modulus of continuity of U1 and U2.Then for any (X, t),
 Φ(X, t,X, t)− 〈(ξX + ξY ), X〉 − (ξt + ξs)t ≤ Φ(X, 0, Y , s)− 〈ξX , X〉 − 〈ξY , Y 〉 − ξss
 where, from (59)
 Φ(X, 0, Y , s) ≤ U1[X, 0]− U2[Y , s] ≤ U2[X, 0]− U2[Y , s] ≤ ω(‖(X, 0)− (Y , s)‖2)
 ≤ ω
 (C√ε
 (1 +√δ
 (δ
 α+
 1√α
 ) 12
 ))
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while, from (60),
 −〈ξX , X〉 − 〈ξY , Y 〉 − ξss ≤ Cδ(
 1 +δ
 α+
 1√α
 ).
 So, letting ε→ 0, and then δ → 0 and α→ 0, we get
 U1[X, t]− U2[X, t] ≤ 0 .
 6.3 Comments
 The approach of derivatives in the Wasserstein space through L2(Ω) exposed here goes back toLions [47]. Lemma 6.4 is borrowed from [36]. There are several alternative definitions in theliterature, which are often more direct and more intrisic: see in particular the monograph byAmbrosio, Gigli and Savare [5] and the references therein. The link between all these approachesremains to be done. In particular, following [5], the tangent space TµP2 to P2 at a measure µ ∈ P2
 can be defined as as the closure, in L2µ(Rd,Rd), of the set of gradients of smooth, compactly
 supported functions:
 TµP2 = Dφ , φ ∈ C∞c L2µ .
 It is reasonable to expect that the derivative Dmu of a differentiable map m : P2 → R belongsto TµP2, at least if µ is absolutely continuous with respect to the Lebesgue measure.
 Here is a definition of derivative introduced in [5]: if u : P2 → R we denote by D−u(µ) thesubdifferential of u at µ, which is the set of ξ ∈ TµP2 such that
 u(ν)− u(µ) ≥ supγ∈Πopt(µ,ν)
 ∫Rd×Rd
 〈ξ(x), x− y〉dγ(x, y) + o(d2(µ, ν)) ∀ν ∈ P2 ,
 where Πopt(µ, ν) is the set of optimal plans from µ to ν. One easily checks that it is a closedconvex subset of TµP2. The superdifferential D+u(µ) is defined by D+u(µ) = −D−(−u)(µ).One can prove that, if D−u(µ) and D+u(µ) are both nonempty, then D−u(µ) and D+u(µ)coincide and are reduced to a singleton ξ. So it is natural to call this element the derivativeof u.
 Once introduced the identification between measure and random variables, it is temptingto work in the Hilbert space L2(Ω) instead of work in the metric space P2: in particular thisapproach of Hamilton-Jacobi equation (again coming back to Lions [47]) allows to use thevarious tools developed for first [16, 17, 18] and second order [48, 49, 50] HJ equations ininfinite space dimension. This is however not the only possible definition of such HJ equations:other approaches, more intrisic, can be found in Cardaliaguet and Quincampoix [13], Feng andKatsoulakis [23] and Gangbo, Nguyen and Tudorascu [25].
 Lions describes also in the lectures [47] how to handle second order HJ in the Wassersteinspace, how to pass to the limit in the equations, etc...
 7 Heuristic derivation of the mean field equation
 In this section we explain how the mean field equation can be—at least heuristically—derivedfrom a large system of HJ equations arising when one consider Nash equilibria in feedback formfor many players. This part is entirely borrowed from Lions’s lectures [47].
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7.1 The differential game
 We consider a differential game involving N players in Rd. The position of player i at time t isdenoted by xi(t). Each player is controlling its velocity by using some control αi(t). Equationof motion is therefore just
 x′i(t) = αi(t) .
 Player i aims at minimizing a cost of the form
 Ji(x, t, (αj)j) =
 ∫ T
 tLi(x1(s), . . . , xN (s), αi(s))ds+ gi(x1(T ), . . . , xN (T )) .
 We will work under the following structure conditions on Li and Fi. Roughly speaking one onlyneeds these function to be symmetric. However to simplify the notations we assume that
 Li(x1, . . . , xN , α) =1
 2|α|2 + F
 1
 N − 1
 ∑j 6=i
 δxj
 where F : P2 → R is continuous, and
 gi(x1, . . . , xN ) = g
 xi, 1
 N − 1
 ∑j 6=i
 δxj
 where g : Rd × P2 → R is continuous.
 We assume that a smooth, symmetric Nash equilibrium in feedback form exists for this game.More precisely, we assume that there is a map UN : Rd × [0, T ]× (Rd)(N−1) → R such that
 Uni (xi, t, (xj)j 6=i) = UN (xi, t, (xj)j 6=i)
 satisfies the system of HJ equations:
 −∂UNi
 ∂t+
 1
 2
 ∣∣DxiUNi
 ∣∣2 − F 1
 N − 1
 ∑j 6=i
 δxj
 +∑j 6=i〈DxjU
 Nj , DxjU
 Ni 〉 = 0
 with UNi = gi at t = T .We claim that the family of feedbacks (αi(x, t) = −DxiU
 Ni (x, t)) provides a Nash equilibrium
 for the game. Indeed let us fix an initial condition (x, t) ∈ RdN × [0, T ) and some i and let usassume that Player i deviates and uses the time measurable control αi : [t, T ] → Rd instead ofαi. Then
 d
 dt
 [UNi (x(t), t)−
 ∫ T
 tLi(x(s), s, α(s))ds
 ]=
 ∂UNi∂t
 + 〈DxiUN , αi〉+
 ∑j 6=i〈DxjU
 Ni , αj〉+
 1
 2|αi|2 + F
 ≥ ∂UNi∂t− 1
 2|DxiU
 N |2 −∑j 6=i〈DxjU
 Ni , DxjU
 Nj 〉+ F = 0
 with an equality everywhere if αi = αi. Integrating these inequalities over [t, T ] gives
 gi(x(T ))−[UNi (x, t)−
 ∫ T
 tLi(x(s), s, α(s))ds
 ]≥ 0 ,
 which means thatJi(x, t, αi, (αj)j 6=i) ≥ UNi (x, t) = Ji(x, t, (αj)) .
 This proves that (αj) is a Nash equilibrium of the game.
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7.2 Derivation of the equation in P2
 We now assume that the UN satisfy the estimes
 supx1,t,(xj)j≥2
 ∣∣Dx1,tUN (x1, t, (xj))
 ∣∣ ≤ Cand
 supx1,t,(xj)j≥2
 ∣∣DxjUN (x1, t, (xj))
 ∣∣ ≤ C
 Nfor j 6= 2 .
 Under these condition, and up to a subsequence, we expect that there is a map U : Rd ×[0, T ]× P2 → R such that, for any R > 0
 sup|x|≤R,t,(xj)j≥2
 ∣∣∣UN (x, t,mN−1(xj)
 )− U(x, t,mNx )∣∣∣→ 0
 as N → +∞, where as before we have set
 mN−1(xj)
 =1
 N − 1
 ∑j≥2
 δxj and mNx =
 1
 N
 N∑j=1
 δxj .
 One expects that, in the viscosity sense,
 ∂UNi∂t→ ∂U(x, t,m)
 ∂t
 and ∣∣DxiUNi
 ∣∣2 → |DxU(x, t,m)|2 .
 The only term on which we have to work is∑j 6=i〈DxjU
 Nj , DxjU
 Ni 〉 .
 It can be proved (see [47]) that∑j 6=i〈DxjU
 Nj , DxjU
 Ni 〉 → 〈DmU(x, t,m), DxU(·, t,m)〉L2
 m.
 So we have heuristically explained that the limit of the UN is some U ∈ C0(Rd × [0, T ] × P2)which satisfies
 −∂U∂t
 +1
 2|DxU(x, t,m)|2 − F + 〈DmU,DxU〉L2
 m= 0 in Rd × (0, T )× P2
 U(x, T,m) = g(x,m)(61)
 7.3 From the equation in P2 to the mean field equation
 In order to derive the Mean Field Equation (MFE) from equation (61) let us fix some initialmeasure m0 ∈ P2 and solve the equation
 ∂m
 ∂t− divx ((DxU(x, t,m(t)))m(x, t)) = 0 in Rd × (0, T ) ,
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with m(x, 0) = m0(x). This equation has to be understood in the sense of distributions:
 d
 dt
 ∫Rdφdm(t) = −
 ∫Rd〈Dφ,DxU(x, t,m(t))〉dm(t) ∀φ ∈ C∞c (Rd) .
 The existence and uniqueness of a solution for this equation strongly depends on the regularityproperties of the vector field (x, t) → DxU(x, t,m(t)). Indeed, following subsection 4.2, if wedenote by Xs,x
 t the flow of the differential equation
 x′(t) = −DxU(x(t), t,m(t))
 with initial condition x(s) = x, then a solution of our problem is given by X0,·t ]m0. Indeed, let
 us set n(t) = X0,·t ]m0. Then, for any smooth test function φ we have
 d
 dt
 ∫Rdφdn(t) =
 d
 dh |h=0
 ∫Rdφ(Xt,x
 t+h)dn(t) = −∫Rd〈Dφ(x), DxU(x, t,m(t))〉dn(t)
 By “uniqueness” one should expect m(t) = n(t).We claim that, for any V ∈ C1(P2), we have
 d
 dtV (m(t)) = −〈DmV,DxU(·, t,m(t))〉L2
 m(t).
 Indeedd
 dtV (m(t)) =
 d
 dh |h=0
 V (Xt,·t+h]m(t)) .
 Now let Y ∈ L2(Ω) be a random variable such that L = m(t). Then L(Xt,Yt+h) = Xt,·
 t+h]m(t) and
 d
 dh |h=0
 Xt,Yt+h = −DxU(Y, t,m(t)) .
 Let us apply the chain rule to the extension of V to L2(Ω): We have
 d
 dh |h=0
 V [Xt,Yt+h] = −E [〈DV [Y ], DxU(Y, t,m(t))〉] = −〈DmV,DxU(·, t,m(t))〉L2
 m(t),
 which proves the claim.Let us now set u(x, t) = U(x, t,m(t)). Then the above considerations show that
 ∂u
 ∂t=∂U
 ∂t+ 〈DmU,DxU〉L2
 m(t)= −1
 2|Dxu|2 + F .
 In conclusion we end up with the system of mean field equation:−∂u∂t
 +1
 2|Du|2 = F (m) in Rd × (0, T )
 ∂m
 ∂t− div ((Du(x, t)m(x, t)) = 0 in Rd × (0, T )
 m(0) = m0 , u(x, T ) = g(x,m(T ))
 (62)
 The first equation has to be satisfied in the viscosity sense, while the second one holds in thesense of distributions.
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8 Appendix
 8.1 Nash equilibria in classical differential games
 Let S1, . . . , SN be compact metric spaces, J1, . . . , JN be continuous real valued functions on∏Ni=1 Si. We denote by P(Si) the compact metric space of all Borel probability measures defined
 on Si.
 Definition 8.1 A Nash equilibrium in mixted strategies is a N−tuple (π1, . . . , πN ) ∈∏Ni=1 P(Si)
 such that, for any i = 1, . . . , N ,
 Ji(π1, . . . , πN ) ≤ Ji ((πj)j 6=i, πi) ∀πi ∈ P(Si) . (63)
 where by abuse of notation
 Ji(π1, . . . , πN ) =
 ∫S1×···×SN
 Ji(s1, . . . , sN )dπ1(s1) . . . dπN (sN ) .
 Remark 8.2 Note that condition (63) is equivalent to
 Ji(π1, . . . , πN ) ≤ Ji ((πj)j 6=i, si) ∀si ∈ Si .
 This later characterization is very convenient and used throughout the notes.
 Theorem 8.3 ((Nash, 1950)(Glicksberg, 1952)) Under the above assumptions, there ex-ists at least one equilibrium point in mixed strategies.
 Proof: It is a straightforward application of Fan’s fixed point Theorem [22]: let X be a non-empty, compact and convex subset of a locally convex topological vector space. Let φ : X → 2X
 be an upper semicontinuous set-valued map such that φ(x) is non-empty, compact and convexfor all x ∈ X. Then φ has a fixed point: ∃x ∈ X with x ∈ φ(x).
 Let us recall that the upper semicontinuity of set-valued function φ : X → 2X means that,for every open set W ⊂ X, the set x ∈ X , φ(x) ∩W is open in X.
 Let us set X =∏Nj=1 P(Si) and let us consider the best response map Ri : X → P(Si) of
 player i defined by
 Ri((πj)j=1,...,N ) =
 π ∈ P(Si) , Ji((πj)j 6=i, π) = min
 π′∈P(Si)Ji((πj)j 6=i, π
 ′)
 .
 Then the map φ((πj)j=1,...,N ) =∏Ni=1Ri((πj)j=1,...,N ) is upper semicontinuous with non-empty,
 compact and convex values. Therefore it has a fixed point, which is a Nash equilibrium.
 We now consider the case where the game is symmetric. Namely, we assume that, for alli ∈ 1, . . . , N, Si = S and Ji(s1, . . . , sN ) = Jθ(si)(sθ(1), . . . , sθ(N)) for all and all permutation θon 1, . . . , N.
 Theorem 8.4 (Symmetric games) If the game is symmetric, then there is an equilibrium ofthe form (π, . . . , π), where π ∈ P(S) is a mixed strategy.
 Proof : Let X = P(S) and R : X → 2X be the set-valued map defined by
 R(π) =
 σ ∈ X , Ji(σ, π, . . . , π) = min
 σ′∈XJi(σ
 ′, π, . . . , π)
 .
 Then R is upper semicontinuous with nonempty convex compact values. By Fan’s fixed pointTheorem, it has a fixed point π and, from the symmetry of the game, the N−tuple (π, . . . , π) isa Nash equilibrium.
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8.2 Desintegration of a measure
 Theorem 8.5 Let X and Y be two Polish spaces and λ be a Borel probability measure on X×Y .Let us set µ = πX]λ, where πX is the standard projection from X×Y onto X. Then there existsa µ-almost everywhere uniquely determined family of Borel probability measures (λx) on Y suchthat
 1. the function x 7→ λx is Borel measurable, in the sense that x 7→ λx(B) is a Borel-measurablefunction for each Borel-measurable set B ⊂ Y ,
 2. for every Borel-measurable function f : X × Y → [0,+∞],∫X×Y
 f(x, y)dλ(x, y) =
 ∫X
 ∫Yf(x, y) dλx(y)dν(x).
 See for instance the monograph [5].
 8.3 Ekeland’s and Stegall’s variational principles
 When working with Hamilton-Jacobi equations in infinite dimension, one needs to know in whatextend a function reaches it minimum, at least approximately. There are two types of resultsin this direction: Ekeland variational principle (which works in metric spaces, so that it canbe used for direct approaches of HJ in the Wasserstein space) and Stegall variational principle(where the underlying space must be a Banach space with some dentability property).
 Let us start with Ekeland variational principle. Let (X, d) be a complete metric space andφ : X → R ∪ +∞ be a proper lower semi-continuous maps which is bounded from below.
 Theorem 8.6 (Ekeland) For any ε > 0 and any x0 ∈ X there is some x ∈ X such thati) f(x) + εd(x, x0) ≤ f(x0)ii) f(x) < f(x) + εd(x, x) ∀x ∈ X\x
 As an immediate consequence we have:
 Corollary 8.7 Under the same assumptions of Theorem 8.6, let λ, ε > 0 and x0 ∈ X be suchthat f(x0) ≤ infX f + λε. Then there is some x ∈ X such that
 i) f(x) ≤ f(x0)ii) d(x, x0) ≤ λiii) f(x) ≤ f(x) + εd(x, x) ∀x ∈ X
 Proof of Theorem 8.6: It is enough to do the proof for ε = 1. Let us set
 F (x) = y ∈ X , f(y) + d(x, y) ≤ f(x) and v(x) = infy∈F (x)
 f(y) ∀x ∈ X .
 Note that F (x) 6= ∅, because x ∈ F (x), that
 y ∈ F (x) ⇒ F (y) ⊂ F (x)
 and thatdiam(F (x)) ≤ f(x)− v(x) ∀x ∈ X .
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We define by induction a sequence (xn) starting at x0 and such that
 xn+1 ∈ F (xn) and f(xn+1) ≤ v(xn) + 2−n ∀n ∈ N .
 Then (F (xn)) is a nonincreasing family of closed sets. Its diameter converges to 0 because
 diam(F (xn+1)) ≤ f(xn+1)− v(xn+1) ≤ v(xn)− v(xn+1) + 2−n ≤ 2−n .
 Since X is complete, this implies that there is some x ∈⋂n F (xn).
 We claim that F (x) = x. Indeed, if y ∈ F (x), then y ∈ F (xn) for any n so thatd(x, y) ≤ diam(F (xn)) → 0. So F (x) = x, which implies that f(x) < f(y) + d(x, y) forany y ∈ X\x. Finally x ∈ F (x0), so that f(x) + d(x, x0) ≤ f(x0).
 Now we turn to Stegall variational principle. For this we assume that (X, ‖ · ‖) be a realBanach space. The closed unit ball around the origin in X is denoted by BX . We say thatX is dentable if for every ε > 0 every nonempty bounded set D ⊂ X has a slice with normdiameter at most ε, i.e., there are ξ ∈ X∗ and α > 0 so that ‖x1 − x2‖ ≤ ε whenever xi ∈ Dand 〈ξ, xi〉 > sup〈ξ,D〉 − α, i = 1, 2. There exist plenty of conditions which are equivalentto the dentability of X: for instance “the Radon-Nikodym property”, which states that “forevery nonempty closed bounded set D ⊂ X there exist x ∈ D and 0 6= ξ ∈ X∗ such that〈ξ, x〉 = sup〈ξ,D〉. In particular Hilbert spaces are dentable.
 For f : X → [0,+∞] is said to attain a strong minimum at x∗ if x∗ is a minimum of f andxn → x whenever x ∈ X and f(xn)→ f(x).
 Theorem 8.8 (Stegall’s variational principle) For a real Banach space (X, ‖ · ‖) the fol-lowing assertions are equivalent.
 (i) X is dentable.
 (ii) For every coercive lower semicontinuous function f : X → [0,+∞] and for every ε > 0there are x ∈ X and ξ ∈ X∗, with ‖ξ‖ < ε, such that the function f − ξ attains a strongminimum at x.
 (iii) For every coercive continuous convex function f : X → [0,+∞) there are x ∈ X andξ ∈ X∗ such that the function f − ξ attains a strong minimum at x.
 Stegall proved in ([53], [54]) that (ii) and (iii) hold in any Radon-Nikodym space. The aboveequivalence is given in [21]. See also the very nice monograph by Phelps [51].
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