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1 Introduction

These are the notes of the course Foundations of Analysis
delivered for the “laurea magis-trale” in mathematics at the
University of Trento. The natural audience of such a course(and
hence of such notes) is given by students who have already followed
a three yearscurriculum in mathematics, or, at least, who are
supposed to be already familiar withthe notions of rational
numbers, real numbers, ordering, sequence, series, functions,
limit,continuity, differentiation and so on. Roughly speaking,
these notes are not for beginners.Actually, many of the elementary
concepts of the mathematical analysis will be recalledalong the
notes, but this will be always done just thinking that the reader
already knowssuch concepts and moreover has already worked1 with
it.

There are two main concepts that a student faces when she starts
to study mathe-matical analysis. They are the concept of limit and
the concept of supremum also saidsuperior extremum (as well as of
infimum or inferior extremum). Such two concepts arethose which are
the basic bricks for constructing all the real analysis2 as we
study, learn,know, investigate and apply nowadays. We can say that
“limit” and “supremum” formthe “core” of mathematical analysis,
from which all is generated. In Figure 1 many of thegenerated
things are reported; the ones inside the ellipse are somehow
touched by thisnotes, in particular in Sections 2 and 6. Indeed,
this is one of the main goal of the notes:starting from the basic
concepts of limit and supremum, show how all the rest comes
out.

SEQUENCES OF NUMBERS

BANACH SPACES

CONTINUITY

SEQUENCES OF FUNCTIONS

INTEGRATIONSERIES OF NUMBERS

POWER SERIES

SERIES OF FUNCTIONS

FOURIER SERIES

DIFFERENTIATION

INFINITE DIMENSION

LIMIT SUPREMUM

CALCULUS OF VARIATIONSFUNCTIONAL ANALYSIS

NUMERICAL ANALYSISHARMONIC ANALYSISCOMPLEX ANALYSIS

DIFFERENTIAL EQUATIONS

OPTIMIZATION

APPROXIMATION

MEASURE THEORY

PROBABILITY

core

Figure 1: The core of the Mathematical Analysis

The other goal of these notes is to break the “core”, separately
analyzing and gener-

1Made exercises.2And in some sense also the complex
analysis.
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alizing the two concepts of limit and supremum. This will lead
us to consider, from oneside, metrics and topologies in general
sets, and, from the other side, ordered fields withthe archimedean
and completeness property. Figure 2 shows such an approach, which
willbe developed in Sections 3, 4, and 5. One of the main results
here reported is the factthat the set of the real numbers is the
unique3 complete ordered field. In some sense, wecan say that, if
we want to make analysis, we have to make it on the real numbers:
noalternatives are given.

LIMIT SUPREMUM

DISTANCE

METRICSPACES

TOPOLOGICALSPACES

COMPACTNESSANDCONNECTNESS

ORDER RELATION

ARCHIMEDEANORDEREDFIELDS

COMPLETENESS

UNIQUENESS OFREAL NUMBERS AS COMPLETEORDERED FIELD

co re

Figure 2: Breaking the core

The references reported as last section were all consulted and
of inspiration for writ-ing these notes. I would also like to thank
some colleagues of mine with whom, duringthe writing of the notes,
I have discussed about the subject and asked for some
clari-fications. They are Stefano Baratella, Gabriele Greco, Valter
Moretti, Francesco SerraCassano, Andrea Pugliese, Marco Sabatini,
Raul Serapioni, and our late lamented MimmoLuminati.

The mathematical notations in these notes are the standard ones.
In particular R, N,Q and C respectively stand for the sets of real,
natural, rational and complex numbers.Moreover, if n ∈ N \ {0},
then Rn is, as usual, the n-dimensional space R × . . . R i.e.the
cartesian product of R n-times. With the notation [a, b] we will
mean the intervalof real numbers {x ∈ R|a ≤ x ≤ b}, that is the
closed interval containing its extremepoints. In the same way ]a,
b[ will denote the open interval without extreme points{x ∈ R|a
< x < b}4, ]a, b] the semi-open interval {x ∈ R|a < x ≤ b}
and [a, b[ the

3In the sense that they are all isomorphic.4Here, we of course
permit a = −∞ as well as b = +∞.
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semi-open interval {x ∈ R|a ≤ x < b}5In these notes the
formulas will be enumerated by (x.y) where x is the number of

the section (independently from the number of the subsection)
and y is the runningnumber of the formula inside the section.
Moreover, the statements will be labeled by “Sx.y” where “S” is the
type of the statement (Theorem, Proposition, Lemma,
Corollary,Definition, Remark, Example), x is the number of the
section (independently from thenumber of the subsection), and y is
the running number of the statement inside the
section(independently from the type of the statement).

The symbol “�” will mean the end of a proof.Every comment,
suggestion and mistake report will be welcome, both concerning
math-

ematics and English.

5In the last two cases we, respectively, permit a = −∞ and b =
+∞.
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2 Basic concepts in mathematical analysis and some

complements

2.1 Limit, supremum, and monotonicity

There is a rather simple but fundamental result which links
together the concepts of limitand the one of supremum. It is the
result concerning the limit of monotone sequences.

Definition 2.1 A sequence of real numbers is a function from the
set of natural numbersN to the set of real numbers R. That is, for
every natural numbers n = 0, 1, 2, 3, . . . wechoose a real number
a0, a1, a2, a3, . . .. We indicate the sequence by the notation
{an}n∈N.6

We say that the sequence is monotone increasing if

an ≤ an+1 ∀ n ∈ N.7

We say that it is monotone decreasing if

an ≥ an+1 ∀ n ∈ N.

If ` is a real number, we say that the sequence converges to `
(or that ` is the limit ofthe sequence) if

∀ ε > 0 ∃n ∈ N such that n ≥ n =⇒ |an − `| ≤ ε.

Similarly, we say that the sequence converges (often also said
diverges) to +∞ (or, re-spectively, to −∞) if

∀ M > 0 ∃ n ∈ N such that n ≥ n =⇒ an ≥ M (or, respectively,∀
M < 0 ∃ n ∈ N such that n ≥ n =⇒ an ≤ M).

Definition 2.2 Given a nonempty subset A ⊆ R and a real number
m, we say that m isa majorant or an upper bound (respectively: a
minorant or a lower bound) of A if

a ≤ m ∀ a ∈ A (respectively: m ≤ a ∀ a ∈ A).

The set A is said bounded from above if it has a majorant, it is
said bounded from belowif it has a minorant, it is said bounded if
it has both majorants and minorants.

A real number ` ∈ R is said to be the supremum of A, and we
write ` = sup A, if itis the minimum of the majorants of A, that is
if it is a majorant of A and any other realnumber strictly smaller
than ` cannot be a majorant. In other words

6Actually, this is the image of the function from N to R, and
indeed we will often identify the sequencewith its image, which is
the subset of R {a0, a1, a2, a3, . . .} whose a more compact
notation is just {an}n∈N.Often, with an abuse of notation, we will
indicate a sequence just by {an} or even by an.

7Note that such a definition of increasingness, as well as the
definition of decreasingness, takes alsoaccount of the constant
case an = an+1 for some (or even every) n.
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a ≤ ` ∀ a ∈ A, and (`′ ∈ R, a ≤ `′ ∀ a ∈ A =⇒ ` ≤ `′) .

We say that ` is the infimum of A, writing ` = inf A, if it is
the maximum of the minorantsof A, that is if it is a minorant and
any other real number strictly larger than ` cannot bea minorant.
In other words

a ≥ ` ∀ a ∈ A, and (`′ ∈ R, a ≥ `′ ∀ a ∈ A =⇒ ` ≥ `′) .

We say that the supremum of A is +∞, and we write sup A = +∞,
(respectively: theinfimum is −∞, and we write inf A = −∞) if A has
no majorants (respectively: A hasno minorants), that is

∀ M > 0 ∃ a ∈ A such that a > M (respectively,∀ M < 0 ∃
a ∈ A such that a < M).

Note that when the supremum is a real number ` then, the fact
that it is the minimumof the majorants, can be stated as

a ≤ ` ∀ a ∈ A and (∀ ε > 0 ∃ a ∈ A such that a > `− ε)
,

and similarly for the maximum of the minorants

a ≥ ` ∀ a ∈ A and (∀ ε > 0 ∃ a ∈ A such that a < ` + ε)
.

The following results is of fundamental importance for the whole
building of the math-ematical analysis, and indeed it will be the
subject of some of the next sections8.

Theorem 2.3 Let A ⊆ R be a non empty set. Then, its supremum
exists (possibly equalto +∞) and it is unique; in particular, if A
is bounded from above, then its supremum isa finite real number.
Similarly, its infimum exists (possibly equal to −∞) and it is
unique;in particular, if A is bounded from below, then its infimum
is a finite real number.

Remark 2.4 Let us note that the importance of Theorem 2.3 is
especially given by theexistence result for bounded sets (the
uniqueness being almost obvious by the definition).Indeed, if we
look for the supremum of a set inside another universe-set, then
the existenceis not more guaranteed. Think for instance to the
bounded set

A ={

q ∈ Q∣∣∣ q2 ≤ 2} ⊂ Q,

and look for its supremum “inside Q”, that is look for a
rational number q which is amajorant of A and such that any other
different rational majorant of A is strictly larger.

8Is it really a theorem or is it an assumption, an axiom? We are
going to investigate such a questionin a following part of these
notes.
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It is well known that such a number q does not exists. On the
other side, the supremum ofA as subset of R exists and it is equal
to

√2 (which is not a rational number, of course).

This fact is also naively referred as “Q has holes, whereas R
has not holes”.We also recall the difference between the concept of
supremum and of maximum of a set

A ⊆ R. The maximum is a majorant which belongs to the set A,
whereas the supremumis not required to belong to the set. In
particular, if the set A has a maximum, then sucha maximum
coincides with the supremum; if the supremum belongs to the set,
then it isthe maximum; if the supremum does not belong to the set,
then the set has no maximum.Similar considerations hold for minimum
and infimum. For instance the interval [0, 1[⊂ Rhas infimum and
minimum both coincident with 0, has supremum equal to 1, but has
nomaximum.

Now we are ready to state and prove the result of main interest
for this section

Theorem 2.5 (Limit of monotone sequences). Let {an}n∈N be an
increasing monotonesequence of real numbers, and let ` ∈]−∞, +∞] be
its supremum, that is

` = sup{a0, a1, a2, a3, . . .} ∈]−∞, +∞],

which exists as stated in Theorem 2.3. Then the sequence
converges to `. In other words,any increasing monotone sequence
converges to its supremum (possibly equal to +∞).Similarly, if the
sequence is decreasing monotone, then its converges to its infimum
(pos-sibly equal to −∞).

Proof. We prove only the case of increasing monotone sequence
and finite supremum` ∈ R.9 We have to prove that the sequence
converges to `, that is, for every ε > 0we have to find a
natural number n (depending on ε) such that, for every larger
naturalnumber n, we have |an − `| ≤ ε. In doing that we have to use
the monotonicity and theproperty of the supremum. Since ` is a
majorant, we have

an ≤ ` ∀ n ∈ N.

Let us fix ε > 0, since ` is the minimum of the majorants we
find n ∈ N such that

`− ε < an.

Using the monotonicity, we then get

n ≥ n =⇒ `− ε < an ≤ an ≤ ` < ` + ε =⇒ |an − `| ≤ ε.

utAnother way to state Theorem 2.5 is just to say “if a sequence
is increasing monotone

and bounded from above, then it converges to its (finite)
supremum; if it is monotone

9The reader is invited to prove the other statements, that is:
increasing monotone sequence and` = +∞, decreasing monotone
sequence and ` ∈ R, and decreasing monotone sequence and ` =
−∞.
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increasing and not bounded from above, then it diverges to +∞”.
Note that a boundedsequence does not necessarily converge. Take for
instance the sequence an = (−1)n which,of course, is not
monotone.

Theorem 2.5 has great importance and it is widely used in
analysis. In particular italso enlightens the importance of the
property of monotonicity. In the sequel we presentsome important
consequences of such a theorem.

2.2 The Bolzano-Weierstrass theorem and the Cauchy criterium

Definition 2.6 Given a sequence of real numbers {an}n∈N, a
subsequence of it is a se-quence of real numbers of the form
{ank}k∈N where nk stays for a strictly increasingfunction

N → N, k 7→ nk.

In other words, k 7→ nk is a strictly increasing selection of
indices and so a subsequenceis a sequence given by a selection of
infinitely many elements of the originary sequencean, which are
labeled respecting the same originary order.

Example 2.7 Given the sequence an = n2 − n− 1, that is

−1,−1, 1, 5, 11, 19, 29, 41, 55, 71, 89, · · ·

defining nk = 2k + 1, we get the subsequence ank as

−1, 5, 19, 41, 71, · · ·

Proposition 2.8 A sequence {an} converges to ` ∈ [−∞, +∞] if and
only if every strict10subsequence of it converges to the same value
`.

Proof. We prove only the necessity in the case ` ∈ R. Let us
suppose that all strictsubsequences converge to ` and, by absurd,
let us suppose that an does not converge to`. This means that it is
not true that

∀ ε > 0 ∃ n ∈ N such that n ≥ n =⇒ |an − `| ≤ ε.

That is, there exists ε > 0 such that it is not true that

∃ n ∈ N such that n ≥ n =⇒ |an − `| ≤ ε.

This means that, for every k ∈ N, we may find nk ≥ k such that
nk > nk−1 + 1 and that

|ank − `| > ε.

Hence, the strict subsequence {ank}k does not converge to ` and
this is a contradiction.ut

The celebrated Bolzano-Weierstrass theorem is the following,

10i.e. a subsequence which is not coincident with the whole
sequence itself.
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Theorem 2.9 Every bounded11 sequence of real numbers admits a
convergent subse-quence.

To prove the theorem we need the following bisection lemma.

Lemma 2.10 Let I0 = [a, b] be a bounded closed interval of R. We
divide it in two closedhalf-parts by sectioning it by its medium
point (a + b)/2 an we call I1 one of those parts,for instance the
first one:

I1 =

[a,

a + b

2

].

Hence we divide I1 in two closed half-parts by sectioning it by
its medium point (a + (a +b)/2)/2 and we call I2 one of those two
parts, for instance the second one:

I2 =

[3a + b

4,a + b

2

].

We proceed in this way, at every step we bisect the closed
interval and we choose one ofthe two closed half-parts, hence, at
every step, In+1 is one of the two half-parts of In.

Then, the intersection of all (nested) closed intervals In is
not empty and contains justone point only. That is there exists c ∈
[a, b] such that⋂

n∈N

In = I0 ∩ I1 ∩ I2 ∩ · · · ∩ In ∩ · · · = {c}.

Proof. Let us denote In = [an, bn] for every n and consider the
two sequences{an}, {bn}. First of all note that, since the
intervals are (closed) and nested an, bn ∈Im ⊆ I0 for all 0 ≤ m ≤
n, and hence the sequences are bounded. It is easy to prove
that{an} is increasing and {bn} is decreasing. Hence, by Theorem
2.5 they both converge toc′, c′′ ∈ I0 respectively, with an ≤ c′ ≤
c′′ ≤ bn for all n (this is obvious since an ≤ bn forall n, an is
increasing and bn decreasing). By construction, it is also obvious
that

0 ≤ bn − an ≤b− a2n

,

and this would imply c′ = c′′ = c. Since a generic x belongs to
∈⋂

In if and only if

an ≤ x ≤ bn ∀n ∈ N,

we get the conclusion. utNote that if we perform the same
bisection procedure but we take the open half-parts

of the intervals instead of the closed ones, then the conclusion
is not more true in general.Consider, for example, the sequence of
open intervals ]0, 1/2n[ whose intersection is empty.

11A sequence an is bounded if there exists M > 0 such that
|an| ≤ M for all n ∈ N, that is if the subset{a0, a1, · · ·} ⊂ R is
bounded.
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Proof of Theorem 2.9. Let {an} be the sequence. Since it is
bounded, there exists aclosed bounded interval I = [α, β] which
contains an for all n. We are going to apply thebisection procedure
to I. Let us denote by I0 one of the two closed half-parts of I
whichcontains infinitely many an (at least one of such half-parts
exists). Hence we define

n0 = min{n ∈ N∣∣∣an ∈ I0}.

Now, let us denote by I1 one of the two closed half-parts of I0
which contains infinitelymany an (again, at least one of such
half-parts exists). We define

n1 = min{n > n0∣∣∣an ∈ I1}.

We proceed in this way by induction: we define Ik+1 as one of
the two closed half-partsof Ik which contains infinitely many an
and define

nk+1 = min{n > nk∣∣∣an ∈ Ik+1}.

By construction, the subsequence {ank}k satisfies

ank ∈ Ik =⋂j≤k

Ij, ∀ k ∈ N.

By Lemma 2.10, and by the definition of limit, we get that there
exists c ∈ I such thatank → c as k → +∞. ut

An immediate consequence of Theorem 2.9 is the so-called Cauchy
criterium for theconvergence of a sequence of real numbers. Such a
criterium gives a sufficient and nec-essary condition for a
sequence to be convergent, and this without passing through
thecomputation of the limit, which is usually a more difficult
problem.

Proposition 2.11 A real sequence {an} converges if and only
if

∀ ε > 0 ∃ m ∈ N such that n′, n′′ ≥ m =⇒ |an′ − an′′| ≤ ε.
(2.1)

The condition (2.1) is called Cauchy condition and a sequence
satisfying it is called aCauchy sequence.

Proof. We leave the proof of the necessary of the Cauchy
condition to the reader as anexercise. Let us prove the
sufficiency. We first prove that (2.1) implies the boundednessof
the sequence. Indeed, let us fix ε > 0 and let m be as in (2.1),
then we have

n ≥ m =⇒ |an| ≤ |am|+ |an − am| ≤ |am|+ ε =: M ′,n < m =⇒
|an| ≤ max{|a0|, |a1|, . . . , |am|} =: M ′′.

Hence we get |an| ≤ max{M ′, M ′′} for all n, that is the
boundedness of the sequence.Hence, by Theorem 2.9, there exists a
subsequence {ank}k converging to a real number

10


	
c. If we prove that any other subsequence is convergent to the
same c, then we are done.Let {anj}j be another subsequence, let us
fix ε > 0, and let m be as in (2.1). Let k, j ∈ Nbe such
that

nk ≥ m, |ank − c| ≤ ε, j ≥ j =⇒ nj ≥ m.

Hence we get, for every j ≥ j,

|anj − c| ≤ |anj − ank |+ |ank − c| ≤ 2ε,

from which the convergence anj → c as j → +∞. ut

Remark 2.12 What does the Cauchy condition (2.1) mean? Roughly
speaking, it meansthat, when n increases, the terms an of the
sequence “accumulate” themselves. If we thinkto a sequence as a
discrete evolution of a material point that at time t = 0 occupies
theposition a0 on the real line, at time t = 1 occupies the
position a1 and so on, then (2.1)says that, when time goes to
infinity, the material point brakes: it occupies positions
whichbecome closer and closer, even if it continues to move. Since
the real numbers has thesupremum property, which means that it has
no holes, then the braking material point hasto finish its running
somewhere, that is it has to stop in a point, which exactly is the
limitof the sequence.

As it is obvious, if the same Cauchy property (2.1) holds for a
sequence of rationalnumbers, then such a sequence does not
necessarily converge to a rational number, andthis is because the
field of the rational numbers Q “has many holes”. Take for
instancethe fundamental sequence (1 + 1/n)n which, as it is well
known, converges to the irra-tional (even transcendental) Napier
number e. Being convergent in R it is then a Cauchysequence of
rational numbers, but it is not convergent to any point of Q.

2.3 Superior and inferior limit and semicontinuous functions

Definition 2.13 Given a sequence {an}n, its inferior and
superior limits are, respec-tively12

a = lim infn→+∞

an := limn→+∞

(infm≥n

am

), a = lim sup

n→+∞an := lim

n→+∞

(supm≥n

am

).

Example 2.14 i) The sequence {(−1)n}n has inferior limit equal
to −1 and superiorlimit equal to 1.

ii) The sequence

12It is intended that, if infm≥n am = −∞ for all n, then,
formally, limn→+∞(−∞) = −∞. Note thatthis happens if and only if
the sequence is not bounded from below. Also note that if infm≥n am
> −∞for some n, then infm≥n an > −∞ for all n. Similar
considerations hold for the superior limit.
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an =

n if n is odd,

1− 1n

if n is even, but not divisible by 4,

log

(1

n

)if n is divisible by 4,

has inferior limit equal to −∞ and superior limit equal to
+∞.iii) The sequence

an =

e27n

n2−97 if n is even,

1− 1log(n + 1)

if n is odd,

has inferior and superior limit both equal to 113.

Proposition 2.15 i) The inferior and superior limits a, a of a
sequence always exist in[−∞, +∞];

ii) it always holds that a ≤ a;iii) an extended number a ∈ [−∞,
+∞] is the inferior limit a (respectively: the superior

limit a) of the sequence {an} if and only if the following two
facts hold: for any subsequence{ank} it is a ≤ lim infk→+∞ ank
(respectively: a ≥ lim supk→+∞ ank) and there exists asubsequence
{ank} such that a = limk→+∞ ank (respectively: a = limk→+∞
ank);

iv) a and a are both equal to the same extended number a ∈ [−∞,
+∞] if and only ifthe whole sequence an converges (or diverges) to
a.

Proof. We only prove i) for the inferior limit, iii) for the
inferior limit with a ∈ R andonly concerning the necessity of the
existence of the subsequence limk ank = a, and iv)with a ∈ R. The
other points and cases are left as exercise. i) For every n, we
definean = infm≥n am. It is evident that a = lim an and that the
sequence {an} is monotoneincreasing. Hence we conclude by Theorem
2.5. iii) By definition of infimum, for everyinteger k > 0 there
exists nk ≥ k such that

ank −1

k≤ ak = inf

m≥kam ≤ ank ≤ ank +

1

k.

Now, let us fix ε > 0 and take k′ ∈ N such that 1/k′ ≤ ε/2
and that |an − a| ≤ ε/2 forn ≥ k′. Hence we conclude by

k ≥ k′ =⇒ |ank − a| ≤ |ank − ak|+ |ak − a| ≤1

k+

ε

2≤ ε.

iv) If limn an = a ∈ R then, by definition of limit, for every ε
> 0 there exists n′ suchthat |an−a| ≤ ε for any n ≥ n′. But this
of course implies that |an−a|, |an−a| ≤ ε from

13Actually the whole series converges to 1.
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which we conclude that a = a = a. Vice versa, if a = a = a, by
absurd we suppose that andoes not converge to a. But then, there
exists a subsequence ank whose inferior or superiorlimit is
respectively strictly lower or strictly greater than a, which is a
contradiction topoint iii). Indeed, since an does not converge to
a, we can find ε > 0 such that for everyinteger k > 0 there
exists nk ≥ k with |ank − a| ≥ ε, and this means that the
aboveclaimed subsequence exists. ut

Definition 2.16 Let f : R → R be a function and x0 ∈ R be a
fixed point. The inferiorand the superior limits of f at x0 are
respectively

14

lim infx→x0

f(x) := limr→0+

(inf

x∈[x0−r,x0+r]\{x0}f(x)

), lim sup

x→x0f(x) := lim

r→0+

(sup

x∈[x0−r,x0+r]\{x0}f(x)

).

The function f is said to be lower semicontinuous (l.s.c.) at x0
(respectively saidupper semicontinuous (u.s.c.) at x0) if

f(x0) ≤ lim infx→x0

f(x) (respectively lim supx→x0

f(x) ≤ f(x0)).

We just say that f is lower semicontinuous (respectively, upper
semicontinuous), with-out referring to any point, if it is lower
semicontinuous (respectively, upper semicontinu-ous) at x for every
x of its domain.

We recall here the well known definitions of limit and
continuity.

Definition 2.17 Let f : R → R be a function, x0 ∈ R be a point
and ` ∈ [−∞, +∞]. Wesay that the limit of f at x0 is the value `,
and we write limx→x0 f(x) = ` if (supposing` ∈ R15): for every ε
> 0, there exists δ > 0 such that

|x− x0| ≤ δ =⇒ |f(x)− `| ≤ ε.

If limx→x0 f(x) = ` ∈ R and f(x0) = `, then we say that f is
continuous at x0.

Proposition 2.18 Let f : R → R be a function and x0 ∈ R be a
point, and let us denote` = lim infx→x0 f(x), ` = lim supx→x0
f(x).

i) The inferior and the superior limit of f at x0 always exist
in [−∞, +∞] and ` ≤ `;ii) there exists ` ∈ [−∞, +∞] such that ` = `
= ` if and only if limx→x0 f(x) = `;iii) f is simultaneously lower
and upper semicontinuous at x0 if and only if it is

continuous at x0;

14It is intended that, if infx∈[x0−r,x0+r]\{x0} f(x) = −∞ for
all r → 0+, then, formally, limr→0+(−∞) =−∞. Note that this happens
if and only if the function is not bounded from below in any
neighborhoodof x0. Also note that if infx∈[x0−r,x0+r]\{x0} f(x)
> −∞ for some r, then infx∈[x0−r,x0+r]\{x0} f(x) > −∞for all
0 < r ≤ r. Similar considerations hold for the superior
limit.

15The reader is suggested to write down the definition of limit
in the case ` = ±∞ and in the casex0 = ±∞
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iv) f is lower semicontinuous (respectively, upper
semicontinuous) at x′ if and only if,for every sequence xn
converging to x

′ we have

f(x′) ≤ lim infn→+∞

f(xn) (respectively, lim supn→+∞

f(xn) ≤ f(x′));

v) there exist two sequences {xn}, {zn} such that, respectively,
limn→+∞ f(xn) = `,limn→+∞ f(zn) = `.

Proof. Exercise. ut

Remark 2.19 Very naively speaking, we can say that a function is
lower semicontinuous(respectively, upper semicontinuous) if all its
discontinuities are downward (respectively,upward) jumps.

Example 2.20 i) A very simple example is the following: let a ∈
R and consider thefunction

f(x) =

−1 if x < 0,a if x = 0,1 if x > 0.

Then, f is lower semicontinuous if and only if a ≤ −1, it is
upper semicontinuous if andonly if a ≥ 1, it is neither lower nor
upper semicontinuous if and only if −1 < a < 1.

ii) Consider the function

f(x) =

sin

(1

x

)if x > 0,

0 if x = 0,

x sin

(1

x

)if x < 0.

Then

lim infx→0

f(x) = −1, lim supx→0

f(x) = 1

If, with obvious definition, we consider the inferior and
superior limits at x = 0 from leftand from right, we respectively
obtain

lim infx→0−

f(x) = 0, lim supx→0−

f(x) = 0, lim infx→0+

f(x) = −1, lim supx→0+

f(x) = 1.

Semicontinuity plays an important role in the existence of
minima and maxima offunctions16. Indeed, the well known Weierstrass
theorem says that a continuous function

16This is one of the most important subject in mathematical
analysis, as well as in the applied sciences.Just think to the
physical principle which says that the equilibrium positions of a
physical system aregiven by minima of the total energy of the
system.
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on a compact set reaches its maximum and minimum values. But, in
the Weierstrasstheorem, besides the compactness, we require the
continuity of the function and this factsimultaneously gives the
existence of maximum and minimum. However, sometimes wemay be
interested in minima only (for instance in the case of total
energy) or in maximaonly. Hence, requiring the continuity of the
function seems to be redundant. Indeed,the semicontinuity is
enough. The following result just says, for instance, that the
lowersemicontinuity brings those properties of continuity which are
enough to guarantee theexistence of minima.

Theorem 2.21 Let [a, b] ⊂ R be a compact interval17, and let f :
[a, b] → R be a lower(respectively, upper) semicontinuous function.
Hence, there exists x ∈ [a, b] (respectivelyx ∈ [a, b]) such that
f(x) is the minimum of f on [a, b] (respectively, f(x) is the
maximumof f on [a, b]).

Proof. We prove only the case of lower semicontinuous functions,
the other case beingleft as an exercise. Let m ∈ [−∞, +∞[ be the
infimum of f :

m := infx∈[a,b]

f(x).

By definition of infimum, there exists a sequence of points xn ∈
[a, b] such that

limn→+∞

f(xn) = m.

Since [a, b] is compact, there exists a subsequence {xnk}k and a
point x ∈ [a, b] such that

xnk → x, as k → +∞.

By the lower semicontinuity of f and by Proposition 2.18, we
have

m = limk→+∞

f(xnk) = lim infk→+∞

f(xnk) ≥ f(x),

from which we conclude since, by the definition of infimum, this
implies m = f(x). ut

2.4 Infinite number series

Definition 2.22 Given a sequence {an}, the associated series is
the series

+∞∑n=0

an = a0 + a1 + a2 + a3 + · · · (2.2)

and the sequence is called the general term of the series.

17i.e. closed and bounded.
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The notation in (2.2) is obviously conventional. What is the
meaning of the right-handside? It should have the meaning of the
“sum of an infinite quantity of addenda”. But aseries tells also us
the order of adding the addenda: first a1 to a0, then a2 to the
previouslyfound sum, and so on. Hence it is natural to consider the
following definition.

Definition 2.23 Given a real number s ∈ R, we say that the
series∑+∞

n=0 an converges to sor that its sum is s, if the sequences of
the k-partial summation

sk = a0 + a1 + a2 + · · ·+ ak, k ∈ N,

converges to s. In a similar way we define the convergence (or
the divergence) of theseries to +∞ as well as to −∞.

Of course, there are series which are not convergent, neither to
a finite sum nor to aninfinite sum; in this case we say that the
series oscillates. Think for instance to the series∑+∞

n=0(−1)n = 1− 1 + 1− 1 + 1− 1 + · · ·, for which sk = 0 if k is
odd and sk = 1 if k iseven.

By the definition of convergence of a series as convergence of
the sequence of its partialsummations and by Proposition 2.11, we
immediately get the following Cauchy criteriumfor the series.

Proposition 2.24 A series∑+∞

n=0 an of real numbers converges to a finite sum if andonly
if

∀ ε > 0 ∃m ∈ N such that m ≤ n′ ≤ n′′ =⇒

∣∣∣∣∣n′′∑

n=n′

an

∣∣∣∣∣ ≤ ε.From the Cauchy criterium we immediately get the
following necessary condition for

the convergence of the series.

Proposition 2.25 If the series∑

an converges to a finite sum, then its general term
isinfinitesimal, that is

limn→+∞

an = 0.

Proof. If, by absurd, the general term is not infinitesimal,
then there exist ε > 0 and asubsequence ank such that |ank |
> ε for every k. Now, take m as in the Cauchy criteriumand k
such that nk ≥ m. Hence we have the contradiction

|ank | =

∣∣∣∣∣nk∑

n=nk

an

∣∣∣∣∣ ≤ ε.ut

16


	
Example 2.26 The harmonic series

+∞∑n=1

1

n= 1 +

1

2+

1

3+ · · ·

is divergent to +∞. Indeed, for any k ∈ N we have

s2k − sk =2k∑

n=k+1

1

n≥

2k∑n=k+1

1

2k=

1

2.

By induction we then deduce

s2k ≥k

2+ s1 → +∞, as k → +∞,

and hence sn → +∞ because it is monotone.This example also shows
that the condition an → 0 in Proposition 2.25 is only neces-

sary for the convergence of the series and not sufficient: the
harmonic series diverges butits general term is infinitesimal.

Example 2.27 The geometric series of reason c ∈ R \ {0} is the
series+∞∑n=0

cn = 1 + c + c2 + c3 + · · ·

Very simple calculations yield, for any k and for c 6= 1 (for
which the series is obviouslydivergent: sk = k),

sk+1 = sk + ck+1

sk+1 = 1 + csk

}=⇒ sk =

1− ck+1

1− c.

We then conclude that the geometric series is convergent to a
finite sum if and only if−1 < c < 1 (and the sum is 1/(1 −
c)), it is divergent to +∞ if c ≥ 1 and finally itoscillates if c ≤
−1.

Theorem 2.28 (Series with positive terms) If the general term of
the series is made bynumbers which are non negative (an ≥ 0 ∀n),
then the series cannot oscillate. In partic-ular, if the sequences
of the partial summations sk is bounded, then the series
convergesto a finite sum, and, if sk is unbounded, then it diverges
to +∞. Similar considerationshold for the series with non positive
terms.

Proof. Since an ≥ 0, then the sequence sk is increasing
monotone, and so the proof isa straightforward consequence of
Theorem 2.5. ut

Theorem 2.28 gives a characterization of convergence to a finite
sum for series withpositive terms: a positive terms series
converges to a finite sum if and only if the sequenceof its partial
summations is bounded18. Such a characterization is the main
ingredient ofseveral convergence criteria for positive terms
series.

18Since a convergent sequence is necessarily bounded, then the
the boundedness of the sequence ofpartial summations is also
necessary.
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Proposition 2.29 Let∑+∞

n=0 an,∑+∞

n=0 bn be two positive terms series.i) (Comparison criterium)
If

∑bn is convergent to a finite sum, and if 0 ≤ an ≤ bn for

all n, then∑

an is also convergent to a finite sum19.

ii) (Comparison criterium) If∑

bn diverges to +∞, and if 0 ≤ bn ≤ an for all n, then∑an is also
divergent to +∞.iii) (Ratio criterium) If an > 0 for all n, let
` = limn→+∞ an+1/an ∈ [0, +∞[ exist. If

0 ≤ ` < 1, then the series converges to a finite sum; if
instead ` > 1, then the series isdivergent to +∞; if ` = 1, then
everything is still possible20.

iv)(n-th root criterium) If an ≥ 0 for all n and if lim
supn→+∞(an)1/n < 1, then theseries converges to a finite sum; if
instead lim supn→+∞(an)

1/n > 1, then the series isdivergent to +∞; if that superior
limit is equal to 1, then everything is still possible21.

Proof. We only prove i) and the first two assertions of iii) and
iv).i) Let sk and σk be respectively the partial summations of

∑an and of

∑bn. Since

the latter is convergent to a finite sum, then the sequence of
partial summation, beingconvergent, is bounded by a constant M .
But then by our comparison hypothesis, thesequence of the partial
summations of

∑an is bounded by the same constant too. We

then conclude by Theorem 2.28.iii) If 0 ≤ ` < 1, then there
exist 0 ≤ c < 1 and a natural number nc such that

n ≥ nc =⇒ 0 <an+1an

≤ c =⇒ 0 < an+1 ≤ can ≤ cn−ncanc ,

where the last inequality is obtained by induction. Let σh be
the h-th partial summationof the geometric series of reason c,
which is convergent and hence has bounded partialsummations. Then,
if sk is the k-th partial summation of

∑an, we have, for every k > nc,

0 < sk = snc + anc+1 + · · ·+ ak ≤ snc + ancσk−nc ≤ M.

Hence, also∑

an has bounded partial summation and hence, being a positive
terms series,it converges to a finite sum.

If instead ` > 1, then there exists n such that

n ≥ n =⇒ an+1an

> 1,

and hence, for every n ≥ n

an > an−1 > · · · > an > 0

which means that the general term of the series is not
infinitesimal, and so the series isnot convergent to a finite
sum.

19Not necessarily the same sum. The property an ≤ bn may be also
satisfied only for all n sufficientlylarge, i.e. n ≥ n for a
suitable n.

20We need further investigation in order to understand the
behavior of the series. This means thatthere are series for which `
= 1 which are convergent as well as series which are divergent

21Same footnote as above.
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iv) If the superior limit is less than 1, then there exist 0 ≤ c
< 1 and n such that

n ≥ n =⇒ (an)1n < c =⇒ an < cn.

Hence, the series is dominated by the geometrical series of
reason 0 ≤ c < 1, and so itconverges.

If instead the superior limit is strictly larger than 1, then
there exists a subsequenceank such that

(ank)1

nk > 1 =⇒ ank > 1 ∀ k.

Hence the general term is not infinitesimal and the series is
not convergent to a finitesum. ut

Remark 2.30 Note that, concerning the ratio criterium, we can
substitute the limit withthe superior limit only in the case “less
than 1”. Indeed, even if the superior limit isstrictly larger than
1, the series may converge. Take for instance the series with
generalterm given by, for n ≥ 1,

an =

1

n2if n is even,

3

n2if n is odd

(compute the superior limit of the ratio, which is equal to 3,
and compare the series withthe convergent one

∑3/(n2)). Obviously, in this example the limit of the ratio does
not

exist, being the inferior limit smaller than 1. However, for the
case “larger than 1”, thelimit may be substituted by the inferior
limit.

It is clear which are the advantages of Proposition 2.29: 1) if
we have a sufficientlylarge family of prototypes positive terms
series, then, using the points i) and ii), wecan compare them with
other positive series and infer their convergence as well as
theirdivergence; 2) the limits in iii) and iv) are sometimes not so
hard to calculate. Howeverits power is not confined to the study of
positive terms series. Indeed, by virtue of thefollowing result,
Proposition 2.29 is also useful for obtaining convergence results
for serieswith not equi-signed general term.

Proposition 2.31 Let∑

an be a series. We say that it is absolutely convergent to
afinite sum if so is the associated series of the absolute
values:

∑|an|.

If a series is absolutely convergent to a finite sum, then it is
also simply convergent toa finite sum22, that is it is convergent
by itself, without the absolute values.

22Not necessarily the same sum, of course.
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Proof. It immediately follows from the inequality23∣∣∣∣∣n′′∑

n=n′

an

∣∣∣∣∣ ≤n′′∑

n=n′

|an|,

from the convergence of∑|an| and from the Cauchy criterium.
ut

Of course, Proposition 2.31 is only a criterium for simple
convergence, that is it doesnot give a necessary condition, but
only a sufficient one. For example, the alternateharmonic
series

+∞∑n=1

(−1)n+1

n

converges24 to the finite sum log 2, but it is not absolutely
convergent since its series ofabsolute values is just the harmonic
series.

Proposition 2.29 may be then also viewed as a criterium for
absolute convergence,which may be useful for simple convergence
too.

2.5 Rearrangements

Definition 2.23 may lead to incorrectly think that the sum of an
infinite number serieswell behaves as the sum of a finite quantity
of real numbers, and this because it linksthe sum of a series to
the limit of the k-partial summations, which indeed are finite
sum.Unfortunately, this is not correct. What does it mean that the
finite sum of real numberswell behaves? It just means that such an
operation (the finite summation) satisfies thewell-known
properties: in particular, the associative and the commutative
ones. Actually,many of these properties also hold for the
convergent series.

Proposition 2.32 Let∑+∞

n=0 an,∑+∞

n=0 bn be two convergent series with sum a, b ∈ Rrespectively,
and let c a real number. Then

i) the series∑+∞

n=0(an + bn) is also convergent, with sum a + b;ii) the
series

∑+∞n=0(can) is also convergent, with sum ca;

iii) defining, for every n ∈ N, αn = an/2 if n is even, αn = 0
if n is odd, then theseries

∑+∞n=0 αn is also convergent, with sum a;

iv) given a strictly increasing subsequence of natural numbers
{nj}j∈N with n0 = 0, anddefined αj = anj + anj+1 + · · ·+
anj+nj+1−1, then the sequence

∑+∞j=0 αj is also convergent,

with sum a.In particular, the property ii) means that the
distributive property holds for the infinite

number series; property iii) (together with some of its obvious
generalizations) meansthat, in a convergent series, between two
terms, we can insert any finite quantity of zeroeswithout changing
the sum of the series itself; property iv) means that the
associativeproperty holds.

23Recall that the absolute value of a finite sum is less than or
equal to the sum of the absolute values.24As the reader certainly
well knows.
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Proof. The easy proof is left as an exercise. utWhat about the
most popular property, the commutative one? In general it is
not

satisfied by a convergent series, as we are going to show.

Definition 2.33 Given a series∑+∞

n=0 an a rearrangement of it is a series of the form∑+∞n=0
aσ(n), where σ : N → N is a bijective function.

Example 2.34 The series

a1 + a0 + a3 + a2 + a5 + a4 + · · ·

is a rearrangement of∑+∞

n=0 an with σ(n) = n + 1 if n is even, σ(n) = n− 1 if n is
odd.

It is evident that the holding of the commutative property for
the series would meanthat every rearrangement of a converging
series is still converging to the same sum. Un-fortunately such a
last sentence is not true, as the following example shows.

Example 2.35 We know that the alternating harmonic series is
convergent with sumlog 2:

+∞∑n=1

(−1)n+1 1n

= 1− 12

+1

3− 1

4+

1

5− 1

6+

1

7− 1

8+ · · · = log 2.

Hence, invoking points i), ii) and iii) of Proposition 2.32, we
get (dividing by 2 andinserting zeroes)

log 2 = 1− 12

+1

3− 1

4+

1

5− 1

6+

1

7− 1

8+ · · ·

+log 2

2= 0 +

1

2+ 0− 1

4+ 0 +

1

6+ 0− 1

8+ · · ·

=3

2log 2 = 1 + 0 +

1

3− 1

2+

1

5+ 0 +

1

7− 1

4+ · · ·

and, letting drop the zeroes, the last row is exactly a
rearrangement of the alternatingharmonic series with σ : N \ {0} →
N \ {0} given by

σ(n) =

1 if n = 1,

n +n

2if n is even,

n−m− 1 if n > 1, n = 4m + 3 or n = 4m + 5, m ∈ N.

Theorem 2.36 Let∑+∞

n=0 an be a converging series but not absolutely convergent.
Thenfor every (extended) real numbers

−∞ ≤ α ≤ β ≤ +∞,
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there exists a rearrangement of the series such that, denoting
by s′k its k-th partial sum-mation, we have

lim infk→+∞

s′k = α, lim supk→+∞

s′k = β.

Remark 2.37 Theorem 2.36 just says that, if the series is simply
but not absolutelyconvergent (as the alternate harmonic series
actually is), then we can always find a re-arrangement which
diverges to −∞ (just taking α = β = −∞), a rearrangement
whichconverges to any a-priori fixed finite sum S (just taking α =
β = S), a rearrangementwhich oscillates (just taking α 6= β), and a
rearrangement which diverges to +∞ (justtaking α = β = +∞).

We are going to see in Theorem 2.38 that, if instead the series
is absolutely conver-gent, than the “commutative property” holds.
In some sense we can say that the “right”extension of the concept
of finite sum to the series is the absolute convergence.

Proof of Theorem 2.36. For every n ∈ N, we define

pn = (an)+, qn = (an)

−,

where (an)+ = max{0, an} is the positive part of an and (an)− =
max{0,−an} is the

negative part of an. Note that pn−qn = an, pn+qn = |an|, pn ≥ 0,
qn ≥ 0. The series∑

pnand

∑qn either converge to a finite nonnegative sum or diverge to
+∞. By hypothesis,

the series∑

(pn + qn) =∑|an| is divergent to +∞, hence, the series

∑pn,∑

qn cannotbe both convergent (otherwise their sum must be
convergent). By absurd, let us supposethat

∑pn is convergent (and so

∑qn divergent). Hence the series

∑an =

∑(pn − qn)

should be divergent, which is a contradiction. A similar
conclusion holds if we suppose∑qn convergent. Hence

∑pn,∑

qn are both divergent to +∞.For every j ∈ N let us denote by Pj
the j-th nonnegative term of {an}, and by Qj the

absolute value of the j-th negative term of {an}. Note that the
sequences25 Pj and Qjare both infinitesimal as j → +∞ since they
are subsequences of the sequence an whichis the general term of a
converging series; moreover, the series

∑Pj and

∑Qj are both

divergent since they respectively differ from∑

pn and∑

qn only for some zero terms(when an ≥ 0 then pn = an and qn = 0,
when an < 0 then pn = 0 and qn = −an). Now,let us take two
sequences {αn}, {βn} such that they are respectively strictly
increasingand decreasing and that

αn → α, βn → β as n → +∞, αn < βn ∀ n.

Let m1 be the first positive integer such that

P1 + · · ·+ Pm1 > β1,25They are really sequences, that is we
can really make j go to +∞. Indeed, if for instance our

construction of Pj gives only a finite number of js, then the
series∑

an is definitely given by negativeterms and so its convergence
would also imply its absolute convergence. Which is a
contradiction.
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and let be k1 be the first integer such that

P1 + · · ·+ Pm1 −Q1 − · · · −Qk1 < α1.

Again, let m2 and k2 be the first integers such that

P1 + · · ·+ Pm1 −Q1 − · · · −Qk1 + Pm1+1 + · · ·+ Pm2 > β2,P1
+ · · ·+ Pm1 −Q1 − · · · −Qk1 + Pm1+1 + · · ·+ Pm2 −Qk1+1 − · · ·
−Qk2 < α2.

Since the series∑

Pj and∑

Qj are both divergent to +∞, those integers mn and knalways
exists and hence we can repeat this procedure infinitely many
times, and finallywe get two subsequences of indices {mn}n, {kn}n.
We then consider the series

P1 + · · ·+ Pm1 −Q1 − · · · −Qk1 + Pm1+1 + · · ·+ Pm2 −Qk1+1 − ·
· · −Qk2+Pm2+1 + · · ·+ Pm3 −Qk2+1 − · · · −Qk3 + · · ·

(2.3)

which is obviously a rearrangement of the series∑

an. Let xn and yn indicate the sub-sequence of partial
summations of the series (2.3) whose last terms are Pmn and Qkn
,respectively. By our construction of mn and kn, it is

26

0 ≤ xn − βn ≤ Pmn , 0 ≤ αn − yn ≤ Qkn .

Hence, since Pmn and Qkn are infinitesimal, we get xn → β and yn
→ α as n → +∞.Finally, by construction, α is the inferior limit and
β is the superior limit of the sequenceof partial summation of the
series (2.3). Indeed, if ζ ′j is another subsequence of
partialsummations, its last term is of the form Pmnj +snj or Qknj
+rnj (it falls inside a packet of

P ’s or Q’s). In the first and in the second case we
respectively have

yknj ≤ ζ′j ≤ xmnj+1 , yknj+1 ≤ ζ

′j ≤ xmnj ,

and we conclude by point iii) of Proposition 2.15. ut

Theorem 2.38 Let a ∈ R be the (simple) finite sum of an
absolutely convergent series(a =

∑an). Then every rearrangement of it is still absolutely
convergent, and it simply

converges to the same sum a.

For proving Theorem 2.38 we first need the following lemma.

Lemma 2.39 A series∑+∞

n=0 an absolutely converges if and only if the following
positiveterms series are convergent

+∞∑n=0

(an)+,

+∞∑n=0

(an)−.

26If, for example, it is xn−βn > Pmn , then we would have
P1+· · ·+Pm1−Q1−· · ·−Qk1 +· · ·+Pmn−1 >βn, which is a
contradiction to the fact that mn is the first integer such
that...
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Moreover, if the series absolutely converges, we have

+∞∑n=0

an =+∞∑n=0

(an)+ −

+∞∑n=0

(an)−,

+∞∑n=0

|an| =+∞∑n=0

(an)+ +

+∞∑n=0

(an)−. (2.4)

Proof. Let us suppose∑

an absolutely convergent. Hence, by the inequalities

(an)+, (an)

− ≤ |an| ∀ n,

and by comparison, we immediately get the convergence of the
series∑

(an)+ and

∑(an)

−.Vice versa, if those two series are convergent, then their sum
is also convergent, and weconclude by the equality |an| = (an)+ +
(an)−, which also gives the second equality in(2.4). The other one
follows from the equality an = (an)

+ − (an)−.ut

Proof of Theorem 2.38. Let us suppose that the series is given
by nonnegative terms.Let σ : N → N be a bijective function as in
the definition of rearrangement Definition2.33, and let us consider
the rearrangement given by the general term bn = aσ(n). Let

αn and βn be the sequences of the partial summations of the
series∑+∞

n=0 an and∑+∞

n=0 bnrespectively. For every n ∈ N we define mn = max{σ(k)|k =
0, 1, . . . , n}. Since the serieshave nonnegative terms, we
get

βn =n∑

k=0

bk =n∑

k=0

aσ(k) ≤mn∑j=0

aj = αmn ≤ a.

This means that the partial summations βn are bounded by a and
so the rearranged series∑+∞n=0 bn converges to a finite sum b ≤
a.Since, just regarding

∑an as a rearrangement of

∑bn, we can change the role between

the two series, we then also get a ≤ b and so a = b.If instead
the series

∑an has general term with non constant sign, then we still get
the

conclusion using Lemma 2.39 and observing that∑

(bn)+ and

∑(bn)

− are rearrangementsof∑

(an)+ and

∑(an)

− respectively. ut

2.6 Sequences of functions

A natural question that may arise after the study of the
sequences of real numbers isabout the behavior of sequences of
functions. If we have a numerable family of functionslabeled by the
natural numbers, {fn}n∈N, can we say something about the changing
of fn(for instance of its graph) when n goes to +∞? in particular,
is there a “limit function” fto which fn “tends” when n → +∞? and
if all the fn have the same property (convexity,continuity,
derivability...), does such a property pass to the limit function
f? Of course,before answering to such questions, it is necessary to
exactly define what does it meanthat “fn tends to f”. This is a
crucial point, since we can give several definitions ofconvergence
for functions, each one of them related to some particular
properties to passto the limit. In this subsection we focus only to
the well known pointwise and uniformconvergences.
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Definition 2.40 Let {fn}n, f be respectively a sequence of
real-valued functions and areal-valued function, all defined on the
same subset A ⊆ R. We say that the sequence{fn}n pointwise
converges to f on A if, for every x ∈ A, the sequence of real
numbers{fn(x)}n converges to the number f(x), in other words if

limn→+∞

fn(x) = f(x) ∀ x ∈ A, (2.5)

or, equivalently27,

∀ ε > 0, ∀ x ∈ A, ∃ n ∈ N such that n ≥ n =⇒ |fn(x)− f(x)| ≤
ε. (2.6)

This is a first natural definition of convergence but, as we are
going to see, ratherpoor.

Example 2.41 28 i) The sequence of function fn : [0, 1] → R, for
n ≥ 1, defined by

fn(x) =

nx if 0 ≤ x ≤ 1

n,

−nx + 2 if 1n≤ x ≤ 2

n,

0 if x ≥ 2n

is pointwise converging to f ≡ 0 in [0, 1].ii) The sequence gn :
[−1, 1] → R defined for n ≥ 1 by

gn(x) =

−1 if x ≤ − 1

n,

nx if − 1n≤ x ≤ 1

n,

1 if x ≥ 1n

is pointwise converging in [−1, 1] to the function

g(x) =

−1 if x < 0,0 if x = 0,1 if x > 0.

iii) The sequence of functions un : [0, 1] → R defined for n ≥ 1
by

un(x) =

x if 0 ≤ x ≤ 1

n,

−x + 2n

if 1n≤ x ≤ 2

n,

0 if x ≥ 2n

is pointwise converging to the function u ≡ 0.iv) The sequence
of functions ϕn : [0, 1] → R defined for n ≥ 1 by

ϕn(x) =

n2x if 0 ≤ x ≤ 1

n,

−n2x + 2n if 1n≤ x ≤ 2

n,

0 if x ≥ 2n

is pointwise converging in [0, 1] to the function ϕ ≡ 0.27The
reader is invited to prove the equivalence of the definitions.28The
reader is invited to draw the graphs of the functions.
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Let us make some considerations on the various cases reported in
Example 2.41. i) The

functions fn are continuous and the limit f is continuous; for
every n ≥ 1,∫ 1

0fn = 1/n

which converges (as n → +∞) to 0 which is the integral of the
limit function. ii) Thefunctions gn are continuous, but the limit
function g is not; for every n ≥ 1,

∫ 1−1 gn = 0

which converges (as n → +∞) to 0 which is the integral of the
limit function29. iii) Thefunctions un are continuous and the limit
u is continuous; for every n ≥ 1,

∫ 10

un = 1/(n2)

which converges (as n → +∞) to 0 which is the integral of the
limit function. iv) Thefunctions ϕn are continuous and the limit ϕ
is continuous; for every n ≥ 1,

∫ 10

ϕn = 1which converges (as n → +∞) to 1 which is not the integral
of the limit function (whichis equal to 0).

Hence, we deduce that, in general, the pointwise convergence is
not sufficient for havingthe continuity of the limit (whenever the
sequence is made by continuous functions) andalso for passing to
the limit inside the integral:

limn→+∞

∫fn =

∫f

(=

∫( limn→+∞

fn)

).

Anyway, as we can see from cases i) and iii) of Example 2.41, it
may happen that thelimit is continuous and that the integrals
converge to the integral of the limit function.However, between i)
and iii) there is a big difference: in i) the maximum of fn is 1
whichdoes not converge to the maximum of the limit function which
is 0; in iii) the maximumof un is 1/n which converges to the
maximum of the limit function which is 0. In somesense, we can say
that in iii) the graphs of un “converge” to the graph of u,
whereas, ini) the graphs of fn do not converge to the graph of
f

30.The convergence of maxima (as well as of minima) is of course
an important property,

which unfortunately is not in general guaranteed by the
pointwise convergence. Hence,we need a stronger kind of convergence
which, in some sense, takes account of the “con-vergence of the
graphs”. This is the so-called uniform convergence.

Definition 2.42 Let A ⊆ R be a subset, {fn}n and f be,
respectively, a sequence of real-valued functions and a real-valued
function all defined on A. We say that the sequence{fn} uniformly
converges to f in A if

limn→+∞

supx∈A

|fn(x)− f(x)| = 0 (2.7)

or, equivalently31,

∀ ε > 0 ∃ n ∈ N such that n ≥ n =⇒ |fn(x)− f(x)| ≤ ε ∀ x ∈ A.
(2.8)29Note that g is discontinuous but nevertheless integrable.
Moreover, also the integrals of the absolute

values converge: for every n ≥ 1,∫ 1−1 |gn| = (2n− 1)/n which
converges (as n → +∞) to 2 which is the

integral of the limit function |g|.30In the graph of fn there is
always a pick at height 1 which stays well-distant from the graph
of f

which is the constant 0.31The reader is invited to prove the
equivalence of the definitions.
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It is evident the difference between the pointwise convergence
of Definition 2.40 and theuniform convergence of Definition 2.42.
The former tests the convergence for every fixedpoint x (in other
words: point-by-point), the latter tests the convergence in a
“uniform”way, looking to the whole set A with its all points (this
is pointed out by the presenceof the supremum in (2.7) which is not
present in (2.5), or, equivalently, by the fact thatin (2.8) the
integer n does not depend on x ∈ A, as instead happens in (2.6),
but it ischosen depending on ε only, that is in a uniform way with
respect to x ∈ A).

Still referring to the “convergence of graphs”, we naively say
that the uniform conver-gence implies the convergence of graphs
since for every ε-strip around the graph of thelimit function f

Nε ={

(x, y) ∈ A× R∣∣∣|y − f(x)| ≤ ε} ,

for n sufficiently large, all the graphs of the fn functions
stay inside the ε-strip:

∃ n ∈ N such that Γfn ⊂ Nε ∀ n ≥ n,

where Γfn is the graph of fn over A:

Γfn ={

(x, y) ∈ A× R∣∣∣y = fn(x)} .

Remark 2.43 In example 2.41 the only uniformly convergent
sequence is the sequenceun of iii).

From the Cauchy criterium Proposition 2.11, we have the
following convergence cri-teria.

i) {fn}pointwise converges to a real-valued function in A if and
only if∀ ε > 0 ∀ x ∈ A ∃ mx ∈ N such that mx ≤ n′ ≤ n′′ =⇒
|fn′(x)− fn′′(x)| ≤ ε;i) {fn}uniformly converges to a real-valued
function in A if and only if∀ ε > 0 ∃ m ∈ N such that m ≤ n′ ≤
n′′ =⇒ |fn′(x)− fn′′(x)| ≤ ε ∀ x ∈ A.

Proposition 2.44 If the sequence fn uniformly converges to f in
A ⊆ R, then the fol-lowing facts hold:

i) the sequence fn pointwise converges to f in A;ii) fn
continuous for all n =⇒ f continuous;iii) if A is a bounded
interval and fn integrable on A for all n, then f is integrable
on

A and∫

Afn →

∫A

f as n → +∞;iv) If fn are derivable in A and if the derivatives
f

′n uniformly converge on A to a

function g, then f is derivable and f ′ = g32;v) fn bounded for
all n =⇒ supA fn → supA f ∈]−∞, +∞]33.

32Actually, it is sufficient the uniform convergence of the
derivatives and the convergence of the functionsin a fixed point.
Also note that the only uniform convergence of derivable functions
is not sufficient forthe derivability of the limit function: think
for example to a uniform approximation of the absolute valueby
smooth functions.

33Similarly for what concerns the infimum. Here, the boundedness
is required to give a meaning to theconvergence of suprema as real
(finite) numbers.
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Proof. We prove only ii), iv) and v), the other ones being left
as exercise. ii) Let ustake ε > 0 and n as in the definition of
uniform convergence. Let us fix x0 ∈ A and takeδ > 0 such
that

x ∈ A, |x− x0| ≤ δ =⇒ |fn(x)− fn(x0)| ≤ ε.

Hence we get, for x ∈ A and |x− x0| ≤ δ

|f(x)− f(x0)| ≤ |f(x)− fn(x)|+ |fn(x)− fn(x0)|+ |fn(x0)− f(x0)|
≤ 3ε,

which proves the continuity of f in x0, which is
arbitrary34.

iv) Let us fix a point x of A (which here we suppose to be an
open interval), and forevery n let us consider the functions of h
> 0

gn(h) =fn(x + h)− fn(x)

h.

Since the functions fn are derivable, by the Lagrange theorem
applied to the functionfn − fm we get, for every n, m and h,

gn(h)− gm(h) = f ′n(ξ)− f ′m(ξ) with ξ ∈]x, x + h[.

From this, by the uniform convergence of the functions f ′n and
by the Cauchy criterium,we obtain the uniform convergence of gn as
n → +∞, with obvious limit function γ :h 7→ (f(x + h)− f(x))/h35.
Hence, there exists an infinitesimal quantity with respect ton →
+∞, O(n), (in particular independent from h > 0) such
that∣∣∣∣f(x + h)− f(x)h − fn(x + h)− fn(x)h

∣∣∣∣ ≤ O(n) ∀ h > 0.From this we get (the first line of
equalities is justified by the fact that the third limitexists)

f ′(x) = limh→0

f(x + h)− f(x)h

= limh→0

(fn(x + h)− fn(x)

h+O(n)

)∀ n

=⇒ f ′(x) = f ′n(x) +O(n) ∀ n =⇒ f ′(x) = limn→+∞

f ′n(x),

and the proof is concluded.v) We prove the case where supA f
∈]0, +∞[36. By absurd, let us suppose the con-

vergence of suprema not true. Hence, there exists ε > 0 and a
subsequence fnk suchthat

34We need the uniform convergence in order to uniformly estimate
|fn − f | in different points x0 andx.

35For h ∈]0, h[, with h > 0 such that ]x, x + h[⊆ A.36We
leave to the reader the other cases.
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| supA

fnk − supA

f | > ε ∀ k ∈ N.

But this is obviously a contradiction to the uniform
convergence. Indeed there exists ksuch that |fnk(x) − f(x)| ≤ ε/4
for all k ≥ k and for all x ∈ A37, and hence, denotingby x ∈ A a
point such that f(x) ≥ supA f − ε/4 and, for every k, xk ∈ A such
thatfnk(xk) ≥ supA fnk − ε/4, we get

supA

f − ε4≤ f(x) ≤ fnk(x) +

ε

4≤ sup

Afnk +

ε

4

≤ fnk(xk) +ε

2≤ f(xk) +

3ε

4≤ sup

Af +

3ε

4,

which implies the contradiction

| supA

fnk − supA

f | ≤ ε2∀ k ≥ k.

ut

2.7 Series of functions

Given a sequence of real valued functions {fn}n defined on a set
A ⊆ R, we can considerthe associated series

∑+∞n=0 fn, and the natural question is to seek for a function f
: A → R

which possibly represents the sum of the series, that is such
that

+∞∑n=0

fn(x) = f(x) ∀ x ∈ A,

where the left-hand side is the series of real numbers
fn(x).

Definition 2.45 Given a series of real-valued functions on A ⊆
R,∑+∞

n=0 fn, and afunction f : A → R, we say that the series
pointwise converges to f on A if the sequenceof functions given by
the partial summations

sk : A → R, x 7→ sk(x) :=k∑

n=0

fn(x) ∈ R

pointwise converges to f in A.We say that the series uniformly
converges to f in A if the sequence of partial sum-

mation {sk} uniformly converges to f in A.37If the sequence fn
uniformly converges to f then any subsequence fnk also uniformly
converges to f .
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Remark 2.46 From the Cauchy criterium for the numerical series
Proposition 2.24, weget the following convergence criteria:

i)+∞∑n=0

fn pointwise converges to a real-valued function in A if and
only if

∀ ε > 0 ∀ x ∈ A ∃ mx ∈ N such that mx ≤ n′ ≤ n′′ =⇒

∣∣∣∣∣n′′∑

n=n′

fn(x)

∣∣∣∣∣ ≤ ε;i)

+∞∑n=0

fn uniformly converges to a real-valued function in A if and
only if

∀ ε > 0 ∃ m ∈ N such that m ≤ n′ ≤ n′′ =⇒

∣∣∣∣∣n′′∑

n=n′

fn(x)

∣∣∣∣∣ ≤ ε ∀ x ∈ A.The following criterium is a sufficient
condition for uniform convergence. It is called the

Weierstrass criterium, and a series which satisfies it is
sometimes called totally convergent.

Proposition 2.47 Let∑+∞

n=0 fn be a series of real-valued functions on A, and let∑+∞

n=0 Mnbe a series of positive real numbers which is convergent
to a finite sum. If

supx∈A

|fn(x)| ≤ Mn ∀ n ∈ N,

then, the series of functions is uniformly convergent in A.

Proof. Since∑

Mn is convergent, by the Cauchy criterium, for very ε > 0
there exists

m ∈ N such that, for m ≤ n′ ≤ n′′ it is∑n′′

n=n′ Mn ≤ ε. Hence, by our hypothesis, we get∣∣∣∣∣n′′∑

n=n′

fn(x)

∣∣∣∣∣ ≤n′′∑

n=n′

|fn(x)| ≤n′′∑

n=n′

Mn ≤ ε ∀ x ∈ A,

which concludes the proof. ut

Remark 2.48 The Weierstrass criterium is only a sufficient
condition for the uniformconvergence, that is there exist uniformly
convergent series which do not fit the hypothesesof the criterium
(they are not totally convergent). A very simple example is the
series ofconstant functions for n ≥ 1, fn : R → R, fn ≡ (−1)n/n. It
is uniformly convergent onR to the constant function f ≡ log 2, but
it is not totally convergent38.

Remark 2.49 By Proposition 2.44 and by the definition of
convergence of a series asconvergence of the partial summations
(which are finite sums), we immediately get thefollowing: if

∑+∞0 fn uniformly converge to f in A then

i) fn continuous for all n =⇒ f continuous;38The reader is
invited to prove such a sentence.
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ii) (integration by series) if A is a bounded interval and fn is
integrable on A for alln, then f is integrable on A and ∫

A

f =+∞∑n+0

∫A

fn;

iii) (derivation by series) if fn are derivable in A and the
series of derivatives∑+∞

n=0 f′n

uniformly converge on A to a function g, then f is derivable
and

f ′ = g =+∞∑n=0

f ′n.

2.8 Power series

The first natural sequence of functions which are of interest
are the so-called power series.They can be viewed as the natural
extension of the polynomials. A polynomial p in thereal variable x
∈ R is a real valued function given by a finite sum of powers of x
with realcoefficients:

p(x) = a0 + a1x + a2x2 + · · ·+ amxm,

where ai ∈ R, i = 0, 1, . . . ,m, are fixed coefficients, and m
is the degree of the polyno-mial39. For instance the polynomial

p(x) = −1 + x2 + 4x3 − x6,

is of degree 6 and a0 = −1, a1 = 0, a2 = 1, a3 = 4, a5 = 0, a6 =
−1.Polynomials are the functions which are better manageable, for
what concerns eval-

uation, differentiation, integration and other elementary
operations. It is then naturalto extend the notion of polynomials
to infinite sums of powers of the variable x, that isexpressions of
the form

+∞∑n=0

anxn = a0 + a1x + a2x + · · ·+ anxn + · · · (2.9)

where {an} is a given sequence of real numbers. The expression
(2.9) is called a power seriesand the sequence {an} is the sequence
of its coefficients40. It is evident that a power se-ries is a
series of functions

∑+∞n=0 fn where f0 is the constant a0 and, for n ≥ 1, fn is
the

monomial function

fn(x) = anxn.

39The highest power that occurs in it expression with non-zero
coefficient.40Actually, the power series (2.9) is “centered” in 0.
A more general expression is a power series centered

in a point x0 ∈ R, which is an expression of the form∑+∞

n=0 an(x−x0)n = a0+a1(x−x0)+a2(x−x0)2+· · ·.However, in the
sequel by “power series” we will always refer to expressions of the
form (2.9), and allresults for them can be transferred to power
series centered in a general point x0.
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Proposition 2.50 Given a power series∑

anxn, there exists a convergence ray ρ ∈

[0, +∞] such that the series pointwise converges in ] − ρ, ρ[41
and does not converge forany x such that |x| > ρ.

Moreover, if ρ > 0, the power series is uniformly convergent
in any compact setK ⊂]− ρ, ρ[.

Proof. Let us define

ρ =

+∞ if lim supn→+∞ |an|

1n = 0,

1

lim supn→+∞ |an|1n

if lim supn→+∞ |an|1n ∈]0, +∞[,

0 if lim supn→+∞ |an|1n = +∞,

By the root criterium of Proposition 2.29, we immediately get
that the series absolutelyconverges for every x such that |x| <
ρ:

lim supn→+∞

(|anxn|)1n = |x| lim sup

n→+∞|an|

1n < 1.

If instead |x| > ρ ≥ 0, then, by contradiction, let us
suppose that the series is convergentin x. Let us take ξ ∈ R such
that ρ < |ξ| < |x|. Since the series converges in x, then
theterm anx

n must be infinitesimal. Let us take n such that 0 ≤ |anxn| <
1 for all n ≥ n.Hence we get, for n ≥ n,

|anξn| = |anxn|∣∣∣∣ ξx∣∣∣∣n < ∣∣∣∣ ξx

∣∣∣∣n =: tn.Since 0 < t < 1, the geometric series

∑tn is convergent and hence, by comparison, the

series∑

anξn is absolutely convergent, which is a contradiction to the
definition of ρ and

to the root crtierium42.Now, we prove that the power series is
uniformly convergent in [−r, r] for all 0 < r < ρ.

This is immediate by the Weierstrass criterium since, we
have

|anxn| ≤ |an|rn ∀ x ∈ [−r, r],

and∑|an|rn is convergent for the definition of ρ and the fact
that 0 < r < ρ. ut

Proposition 2.51 Given a power series∑+∞

n=0 anxn, we can consider the power series of

derivatives

+∞∑n=1

nanxn−1 = a1 + 2a2x + 3a3x

2 + · · · ,

41If ρ = 0, we take {0}. Note that, every power series is
convergent in x = 0, and convergent to theconstant a0 (actually,
any partial summation is equal to a0).

42lim supn→+∞ |anξn|1/n = |ξ|/ρ > 1.

32


	
and the power series of primitives

+∞∑n=0

ann + 1

xn+1 = a0x +a12

x2 +a23

x3 +a34

x4 + · · · .

The series of derivatives and the series of primitives have the
same ray of convergence asthe originary one

∑anx

n.

Proof. Just note that, for x 6= 0 we have that

+∞∑n=1

nanxn−1 converges if and only if

+∞∑n=1

nanxn = x

+∞∑n=1

nanxn−1 converges,

+∞∑n=0

ann + 1

xn+1 converges if and only if+∞∑n=0

ann + 1

xn =1

x

+∞∑n=0

ann + 1

xn+1 converges.

We then get the conclusion since

lim supn→+∞

(n|an|)1n = lim sup

n→+∞(|an|)

1n = lim sup

n→+∞

(|an|

n + 1

) 1n

.

ut

Remark 2.52 By the previous Proposition 2.51 and by Remark 2.49,
we immediately getthe following facts. Let

∑+∞n=0 anx

n be a power series with convergence ray ρ > 0, and letf
:]−ρ, ρ[→ R be its sum. Then f is continuous, derivable and
integrable43, in particular,for every x ∈]− ρ, ρ[,

f ′(x) =+∞∑n=0

nanxn−1,

∫ x0

f(s)ds =+∞∑n=0

ann + 1

xn+1.

Moreover, f is also a C∞ function44 and, for every k ∈ N, its
k-th derivative is given bythe series of the k-th derivatives.

One of the most important results about power series is the
following well-known one,which we do not prove here.

Theorem 2.53 (Taylor series). Let f :]− a, a[→ R be a C∞
function satisfying45

∃ A > 0 such that |f (n)(x)| ≤ An!a−n ∀ x ∈]− a, a[, ∀n ∈ N.
(2.10)

Then, the power series

43On every compact subinterval.44Derivable infinitely many
times, and then all derivatives are of course continuous.45Here f
(n) stays for the n-th derivative of f and, when n = 0, it is just
f itself.
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+∞∑n=0

f (n)(0)

n!xn (2.11)

pointwise converges to f(x) for all x ∈] − a, a[ (and hence
uniformly in every compactsubset).

In such a case, f is said an analytical function on ]−a, a[ and
the power series (2.11)is said to be the Taylor series (or Taylor
expansion) of f around 046. Moreover, if apower series uniformly
converges to f on an open interval containing 0, then it must bethe
power series (2.11).

The Taylor expansion can be also used for calculating the sum of
several numericalseries. For instance, also suitably using Theorem
2.53, it can be proved that

log(1 + x) =+∞∑n=1

(−1)n+1

nxn ∀ x ∈]− 1, 1[, (2.12)

from which, taking for example x = −1/2, we deduce:

− log 2 = log(

1

2

)= log

(1 +

(−1

2

))= −

+∞∑n=1

1

2nn

Actually, the equality in (2.12) also holds for x = 147. Hence,
we also have

+∞∑n=1

(−1)n+1

n= log 2 =

+∞∑n=1

1

2nn.

2.9 Fourier series

Theorem 2.53 gives a way for (usually locally) representing a
function f by a power series.However, this is not always the best
way for trying to represent a function by a series offunctions. In
particular, if f : R → R is periodic, that is there exists T >
0, called period,such that

f(x + T ) = f(x) ∀ x ∈ R,46Actually, the condition (2.10) is
only a sufficient condition for the convergence of the Taylor
series to

f : other conditions may be imposed to the derivatives of f ,
possibly restricting the set of convergence.However, let us point
out that the only fact that f ∈ C∞(]− a, a[) is not sufficient for
being analytical,that is for the convergence to f of the Taylor
series (take the function f(x) = e−x

−2if x 6= 0 and f(0) = 0

which is C∞ on R but not analytical: write down its Taylor
series and look for its convergence).Moreover, we have stated the
theorem as expansion around 0, but similar statements hold for
expansion

around other points x0, changing the Taylor series in∑+∞

n=0(f(n)(x0))/(n!)(x − x0)n. Indeed, the true

definition of analiticity in an open interval I is that, for any
point x0 ∈ I, there exists r > 0 such that fis expandable in ]x0
− r, x0 + r[ as Taylor series centered in x0.

47This can be proved using the Leibniz criterium and the Abel
theorem, which are not reported in thisnotes.
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then, trying to represent f in the whole domain as a power
series is probably not a goodthing, since powers are not periodic.
Moreover, as we will see, the concept of Fourierseries that we are
going to introduce is sometimes more ”manageable” because it
refersto coefficients given by integration rather than derivation,
and hence it is also suitable fortreating discontinuous (but
integrable) functions.

Definition 2.54 Let {an}nN and {bn}n>0 be two sequences of
real numbers. A Fourier seriesis an expression of the form

a02

++∞∑n=1

an cos nx ++∞∑n=1

bn sin nx, (2.13)

and the sequences an, bn are said the coefficients of the
Fourier series.

A Fourier series is then a series of functions∑+∞

n=0 fn, where fn : R → R is given by

fn(x) =

{ a02

if n = 0,

an cos nx + bn sin nx if n > 0.

Proposition 2.55 If the Fourier series converges to a function f
, then f is periodic withperiod 2π.

If the series∑

an and∑

bn are both absolutely convergent, then the Fourier series
isuniformly convergent in the whole R.

Proof. The first assertion is obvious by the periodicity of cos
and sin. The second onefollows by the Weierstrass criterium
Proposition 2.47 since

|an cos nx + bn sin nx| ≤ |an|+ |bn| ∀ x ∈ R.

utLet f : R → R be a periodic function with period 2π, and
suppose that it is integrable

on ]− π, π[. Then all the following integrals exist

1

π

∫ π−π

f(x) cos nxdx =: an ∀ n ∈ N,1

π

∫ π−π

f(x) sin nxdx =: bn ∀ n ∈ N, n > 0, (2.14)

and they are called the Fourier coefficients of f . If an and bn
are the Fourier coefficientsof f , then the series (2.13) is called
the Fourier series of f .

The fact that we can calculate the Fourier coefficients of a
function f and hence wecan write its Fourier series does not
absolutely mean that such a series converges andmoreover that
converges to f .

Here we report, without proof, two results concerning the
pointwise and the uniformconvergence of a Fourier series. However,
we point out that in the theory of the Fourierseries, the most
suitable type of convergence is the convergence in L2(−π, π) that
is the
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one given by the convergence to zero of the integrals of the
squared difference of thefunctions: fn converges to f in L

2(−π, π) if∫ π−π

(fn − f)2dx → 0.

We do not treat such a type of convergence, however, let us note
that the uniform con-vergence implies the L2 convergence.

We first give a definition

Definition 2.56 Given a function f : R → R and a point x0 ∈ R,
we say that thefunction f satisfies the Dirichlet condition in x0
if at least one of the following facts hold

i) f admits derivative in x0;ii) f is continuous in x0 and
admits right derivative and left derivative in x0, respec-

tively:

f ′+(x0) = limh→0+

f(x0 + h)− f(x0)h

∈ R, f ′−(x0) = limh→0−

f(x0 + h)− f(x0)h

∈ R;

iii) f has a first-kind discontinuity in x0, that is

R 3 f+(x0) = limx→x+0

f(x) 6= f−(x0) = limx→x−

f(x) ∈ R,

and the following limits exists in R

limh→0+

f(x0 + h)− f+(x0)h

, limh→0−

f(x0 + h)− f−(x0)h

.

Theorem 2.57 Let f :→ R → R be a periodic function with period
2π, which is integrableon ]− π, π[. Moreover, let us suppose that f
is piecewise continuous, that is we can splitthe interval ]−π, π[
into a finite partition of subintervals ]ai, bi[ such that f is
continuousin every ]ai, bi[ and the right and left limits f

+(ai), f−(bi) exist in R. Then we have the

following.i) The Fourier series of f converges in every point x
∈ R where the Dirichlet condition

is satisfied, and it converges to the value

s(x) =f(x)+ + f(x−)

2.

In particular note that, if f is continuous in x, then s(x) =
f(x) and so the Fourier seriesconverges to f(x).

ii) If f is continuous, with piecewise continuous derivative,
and if the Dirichlet con-dition holds everywhere, then the Fourier
series of f uniformly converges to f in R. Inparticular, if f ∈
C1(R), then the Fourier series uniformly converges to f .
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Remark 2.58 It is obvious that the choice of 2π as period of the
functions in this sub-section is not relevant. All the same theory
holds for function with different period τ > 0.It is sufficient
to replace (2.13) by

a02

++∞∑n=1

an cos

(2πn

τx

)+

+∞∑n=1

bn sin

(2πn

τx

),

and (2.14) by

an =2

τ

∫ τ2

− τ2

f(x) cos

(2πn

τx

)dx, bn =

2

τ

∫ τ2

− τ2

f(x) sin

(2πn

τx

)dx.

As for the Taylor series, also the Fourier series may be used
for calculating the sum ofseveral numerical series. For instance,
let us consider the function f : R → R periodic ofperiod 2π and
such that f(x) = x2 for x ∈ [−π, π]. If we calculate its Fourier
coefficientswe find48

a0 =2π2

3, an =

4(−1)n

n2, bn = 0 ∀ n ∈ N \ {0}.

The function f is continuous and satisfies the Dirichlet
condition in all points x ∈ R andso

f(x) =π2

3+ 4

+∞∑n=1

(−1)n

n2cos(nx) ∀ x ∈ R.

Hence we have

π2 = f(π) =π2

3+ 4

+∞∑n=1

(−1)n

n2cos(nπ) =

π2

3+ 4

+∞∑n=1

1

n2=⇒

+∞∑n=1

1

n2=

π2

6,

0 = f(0) =π2

3+ 4

+∞∑n=1

(−1)n

n2cos(0) =

π2

3+ 4

+∞∑n=1

(−1)n

n2=⇒

+∞∑n=1

(−1)n+1

n2=

π2

12.

2.10 Historical notes

Since the time of the Greeks, scientists faced the problem of
working with somethingsimilar to a summation of infinite terms. The
most important of such scientists wasArchimedes of Syracuse
(287-212. B.C.). In several works Archimedes rigorously
exploitedthe so-called method of exhaustion, which however goes
back to Eudoxus of Cnidus (408-355 B.C.). The method of exhaustion
may be seen as the first attempt of calculating theareas of regions
of the plane which are delimited by some curves49, and hence it is
the

48The function f is even, that is f(−x) = f(x) for all x, and so
it is obvious that the coefficients bnmust be all equal to zero,
since they are the coefficients of the “odd part” of f : the “sinus
part”.

49i.e. not necessarily segments.
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precursor of the integral calculus. Of course our modern concept
of integrals which, verynaively speaking, may be seen as a
generalization of the concept of summation to a setof more than
infinitely countable terms 50, at that time was just replaced by
the sum ofa larger and larger number of addenda: the areas of some
suitably inscribed figures.

The most famous application of the method of exhaustion by
Archimedes was thequadrature of a parabolic segment. Using modern
notations and describing only a par-ticular case51, the problem is
the following: to calculate the area of the bounded planeregion
between the x-axis and the parabola of equation y = 1− x2. Nowadays
we imme-diately answer:

Area =

∫ 1−1

(1− x2)dx = 43.

Let us sketch the argumentation of Archimedes. Consider the
triangle of vertices (−1, 0),(1, 0) and (0, 1): it has area equal
to 1 and it is inscribed in our region. To such atriangle, add two
more triangles with vertices, respectively: (−1, 0), (0, 1), (−1/2,
3/4)and (1, 0), (1/2, 3/4), (0, 1). The total area of those new
triangles is 1/4. Hence the newpolygonal figure, which is still
inscribed in our parabolic region, has area equal to 1+1/4.Now we
can add four more triangles and this is done adding the vertices:
(±1/4, 15/16)and (±3/4, 7/16). Such four triangles has a total area
equal to 1/16. Hence the newinscribed polygonal figure has area
equal to

1 +1

4+

1

16.

By his great ability in calculating, Archimedes showed that, at
every steps, we can addto the polygonal figure, a number of
triangles with total area equal to one-quarter of theadded area at
the previous step. Hence after n steps, the area of the inscribed
polygonalfigure is52

1 +1

4+

1

16+ · · ·+ 1

4n=

n∑k=0

1

4k,

and he also proved that such a finite (but numerous) summation
is always strictly lessthan 4/3, but, on the other side, at very
step the sum becomes closer to 4/3.

The method of “exhaustion” just stays to indicate that we intend
to exhaust the areaof the parabolic region by inserting more and
more triangles. If we really exhaust thearea, then nowadays we
immediately get

Area =∞∑

k=0

1

4k=

1

1− 14

=4

3, (2.15)

50One per every point of the integration interval.51Archimedes
actually solved the problem for a more general situation.52In a
modern notation.
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which is the right answer. Actually, Archimedes did not compute
the area as the sum ofinfinite addenda, since, at that time and
also for more that 2000 years after, the infiniteprocesses were not
taken as possible53: there were many troubles with the concept
of“infinity”. However, Archimedes did prove that the area is equal
to 4/3, and in what hedid we can now see the basic concept of
modern definition of limit. Indeed, by a “reductioad absurdum” he
proved that the area cannot be larger as well as cannot be smaller
than4/3: he showed that if the area were larger of 4/3 then he
could inscribe triangles until thetotal area was more than 4/3 and
this is a contradiction to the fact that every finite sumis smaller
than 4/3; on the other side, if the area were smaller than 4/3,
then he couldfind k such that, at the k − th step the inscribed
area is larger: another contradiction.

In this procedure we really recover our definition of limit:
when we take an arbitraryε > 0 and we prove that, for
sufficiently large n, the partial summations satisfies |sn −4/3| ≤
ε, we are actually saying that the sum of the series cannot be
larger as well ascannot be smaller than 4/3.

As we already said, Archimedes and the other Greeks, did not
make limits, as weunderstand nowadays, since the right definition
of “infinity” was far from coming. WhatArchimedes did was to
conjecture the real value of the area and then to show that
itcannot be any different value. In doing that he used the “series”
in the sense that, addingmore and more terms, he arrived to a
contradiction.

However, Archimedes arrived very close to make a limit, and so
to write the secondequality in (2.15). Despite to this fact, in the
following of the human history, mathemati-cians continued to have
some troubles with the infinite series. From the middle age,
theycertainly knew that some infinite series have a finite sum and
some other ones have aninfinite sum. For instance, Nicole Oresme
(France, 1323-1382) was probably the first toprove that the
harmonic series has a sum equal to +∞. Pietro Mengoli (Bologna,
1626 -1686) showed that the alternating harmonic series has a
finite sum equal to log 2. Leon-hard Euler (Basel 1707 - St.
Petersburg 1783) first proved that the harmonic series ofpower 2,
(

∑1/n2), has a finite sum equal to π2/6. Brook Taylor (England,
1685 - 1731)

made his study on expansion of functions and discovered the
(after him) called Taylorseries. However, a right and rigorous
definition of what should be the “convergence”of a series was yet
to come until the XIX century. The lacking of a right definition
of“convergence” may be recognized in the fact that, mathematicians
retained that all theseries should have a sum (finite or infinite)
and so the treating of what nowadays we call“oscillating series”
was avoided or ambiguous and mistaken. For instance, one
problempointed by Daniel Bernoulli (The Netherlands 1700 -
Switzerland 1782) was the following:the alternating series of 1’s
and −1’s can be obtained by setting x = 1 in the followingpower
series:

53Or at least as rigorous
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1− x + x2 − x3 + x4 − x5 + · · · = 11 + x

,

1− x + x3 − x4 + x6 − x7 + · · · = (1− x)(1 + x3 + x6 + · · ·) =
1− x1− x3

=1

1 + x + x2,

1− x2 + x3 − x5 + x6 − x8 + · · · = (1− x2)(1 + x3 + x6 + · · ·)
= 1− x2

1− x3=

1 + x

1 + x + x2,

and we respectively obtain, as sum of the alternating series,
1/2, 1/3, 2/3 which, forBernoulli and his colleagues (but for us
today, too) was very unsatisfactory. What wasmistaken in the
reasoning is to assume that the series has a sum. A similar
erratumreasoning is the following one54: let S = 1 + 1− 1 + 1− 1 +
· · · be the sum of the series.Then we have

S = 1− 1 + 1− 1 +
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