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Preface
 This notes is for math 3926, topics in differential equations, offered at the University of Pittsburghin the Summer of 2006.
 Prerequisites
 Calculus and Linear algebra. Basic knowledge on ordinary differential equations (ODE), partialdifferential equations (PDE), and functional analysis will be very helpful, but not required.
 Textbooks
 The will be no text book, except this lecture notes.
 Materials to be covered
 Under calculus and linear algebra prerequisites, the course will be divided into three parts.
 1. Basic theory of ordinary differential equations concerning existence, uniqueness, etc.;
 2. Elementary tools in qualitative study of odes;
 3. Application of the ode theory to topics related to the author’s past and current research.
 For more details, check the table of contents.
 Course requirements
 Since many important ideas and technical details are left as exercise, homework assignments are themost important part of the course. To enforce the learning process, there will be a few quizzes anda take home final.
 The author will be grateful to any corrections and suggestions to this notes.
 Xinfu ChenProfessor of MathematicsUniversity of PittesburghPittsburgh, PA, 15260USA
 iii

Page 4
                        

iv PREFACE

Page 5
                        

Contents
 Preface iii
 1 Well-Posedness 11.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21.2 Contraction Mapping Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81.3 Picard’s Iteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181.4 Equicontinuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271.5 Euler’s Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341.6 Schauder’s Fixed Point Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 391.7 Uniqueness and Gronwall’s Inequality . . . . . . . . . . . . . . . . . . . . . . . . . . 431.8 Continuous Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 481.9 Continuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561.10 Power Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 601.11 Analyticity of Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 651.12 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
 2 Certain ODE Tools 772.1 Calculus of Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 772.2 Runge-Kutta Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 862.3 Variation of Constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 962.4 Comparison Principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1052.5 Maximum Principle and Green’s Function . . . . . . . . . . . . . . . . . . . . . . . . 1092.6 Monotonic Iteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1162.7 Series Expansion and Method of Frobenius . . . . . . . . . . . . . . . . . . . . . . . 1232.8 Fourier Series and Eigenproblem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1272.9 The Method of Laplace and Fourier Transforms . . . . . . . . . . . . . . . . . . . . . 1392.10 Phase Plane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1492.11 Dynamical System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1602.12 Invariant Manifolds Near Hyperbolic Points . . . . . . . . . . . . . . . . . . . . . . . 168
 3 Traveling Waves 1773.1 Traveling Wave Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1773.2 A Few Basic Properties of Traveling Waves . . . . . . . . . . . . . . . . . . . . . . . 1823.3 A Monotonicity Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
 v

Page 6
                        

vi CONTENTS
 3.4 Monostable Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1943.5 Bistable Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1983.6 Further Examples of Traveling Waves . . . . . . . . . . . . . . . . . . . . . . . . . . 202
 4 Traveling Wave on Lattice 2074.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2074.2 Existence of Traveling Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2144.3 Asymptotic Behavior of Wave Profiles Near x = ±∞ . . . . . . . . . . . . . . . . . . 2204.4 The Fundamental Linear Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2264.5 Monotonicity of Wave Profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2304.6 Uniqueness of Traveling Waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2334.7 Asymptotic Expansions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
 References 245
 Index 247

Page 7
                        

Chapter 1
 Well-Posedness
 The well-posedness of a mathematical problem typically involves the following:
 1. Existence: Does there exist a solution?
 For a differential equation, a classical solution refers to a solution that makes sense of everyterms appeared in the equation. Quite often, a classical solution may not exists, so extendeddefinition of a solution is needed, thereby giving rise to weak solution, strong solution, etc.
 2. Uniqueness: How many solutions are there?
 In some cases a problem may admit multiple solutions, so extra constraints, based on physicalconsiderations, are searched for and imposed to guarantee the existence of a unique solution,thereby giving rise to, for example, viscosity solutions, entropy solutions, etc.
 3. Continuous Dependence: Does the solution depend continuously on parameters?
 Typical parameters are initial and/or boundary values and errors in measurements of physicalquantities. Quite often continuous dependence relates the uniqueness. Dependence of longtime behavior of solutions over parameters or initial disturbances is typically classified assensitivity.
 4. Regularity: How smooth is a solution?
 For a classical solution of a differential equation the minimal regularity needed is the existenceof derivatives appeared in the equation. A weak solution, interpreted as a solution withoutthe use of needed derivatives in the equation, on the other hand, is a priori unknown to haveclassically defined derivatives appeared in the equation. To show a weak solution is indeed aclassical one, its regularity (smoothness) needs to be verified. Besides this, there are manypractical applications, e.g. in numerical interpolation, that require solutions be smooth.
 This chapter presents a basic theory concerning existence, uniqueness, continuous dependence,and regularity of solutions of a general system of ordinary differential equations. In the mean time,commonly used analytical tools from general mathematical theory are presented in an elementaryand self-contained manner and explained in a great detail. The aim is to motivate the use of thesetools in the study of differential equations.
 1
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2 CHAPTER 1. WELL-POSEDNESS
 1.1 Introduction
 In this note, R, C, N, and Z stand for the sets of real numbers, complex numbers, positive integers,and integers, respectively. The symbol “∀” means “for every” or “for all”. For each integer m ≥ 0and interval I = (a, b), the set Cm(I;Rn), or Cm(I), represents the set of all functions from I toRn that have mth order continuous derivatives. In general, Cm(Ω;Y ), or Cm(Ω), denotes the set offunctions from Ω to Y that have mth order continuous (partial) derivatives. Typically used classesof regularities in ode theory are Cm and C∞ = ∩∞m=1C
 m, the class of functions that have arbitrarilyhigh order derivatives. A special class of C∞ functions is the class Cω of analytic functions, thosethat can be expressed as convergent power series.
 The symbol A := B or B =: A means “value B is assigned to A”. A generic function is denotedby its name, such as f , or name with arguments replaced by the symbol “·”, such as f(·). Forexample, given a function f(·, ·) of two variables, the symbol f(·, 3) and f(x, ·) represent functionsof the first and second variables, respectively. Occasionally f(t) is used to represent the functionf : t → f(t). For example, t2 represents the “square” function defined by f : t ∈ C→ t2 ∈ C.
 This chapter concerns about the well-posedness of a system of ordinary differential equations(odes)
 dx1(t)dt
 = f1(x1(t), x2(t), · · · , xn(t), t),
 dx2(t)dt
 = f2(x1(t), x2(t), · · · , xn(t), t),
 · · · · · · · · · · · · · · ·dxn(t)
 dt= fn(x1(t), x2(t), · · · , xn(t), t)
 where x1(·), · · · , xn(·) are unknown functions of one dimensional variable t and f1(·), f2(·), · · · , fn(·)are given functions of (x1, x2, · · · , xn, t) ∈ Rn+1. A classical solution, by default, is a collection offunctions x1(·), · · · , xn(·) that are differentiable and their derivatives satisfy the equations.
 In vector notation
 x := (x1, · · · , xn), f(x, t) := (f1(x, t), · · · , fn(x, t)), x(t) := (x1(t), · · · , xn(t)), x(t) =d
 dtx(t)
 a general system of first order odes can be put into the compact form
 x(t) = f(x(t), t) ∀t ∈ (a, b) (1.1)
 where (a, b) is an interval and x : t ∈ (a, b) −→ x(t) = (x1(t), · · · , xn(t)) ∈ Rn is a vector valuedunknown function of one variable.
 It is customary to define derivatives on boundary points of an open interval (a, b) by
 x(a) := limta
 x(t)− x(a)t− a
 , x(b) := limtb
 x(t)− x(b)t− b
 .
 Under these extensions, the interval (a, b) in (1.1) can be [a, b), (a, b] or [a, b].
 Typically, (1.1) is solved subject to an initial value.
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1.1. INTRODUCTION 3
 Initial Value Problem: Given x0 ∈ Rn and f ∈ C(Rn× (a, b);Rn) ), find a vector valued functionx ∈ C([a, b);Rn) ∩ C1((a, b);Rn) such that
 (IVP)
 x(t) = f(x(t), t) ∀ t ∈ (a, b),
 x(a) = x0.(1.2)
 Definition 1.1. A classical solution to the initial value problem (IVP) is a function x ∈ C([a, b))∩C1((a, b)) such that x(a) = x0 and x(t) = f(x(t), t) at every t ∈ (a, b).
 When f is not continuous, a solution may not be differentiable everywhere. In such a case, (1.2)is routinely interpreted as the integral equation
 x(t) = x0 +∫ t
 a
 f(x(s), s)ds ∀ t ∈ [a, b). (1.3)
 This equation is obtained by integrating x = f over (a, t) and substituting the initial conditionx(a) = x0 at a. For this new equation to make sense x is only required to be continuous. When asolution to (1.3) is differentiable, it also satisfies (1.2). That (1.3) can be used to replace (1.2) relieson the following version of the fundamental theorem of calculus:
 If g ∈ C([a, b)) then G : t ∈ [a, b) → G(t) :=∫ t
 ag(s)ds is differentiable and G = g in (a, b).
 If G ∈ C([a, b)) ∩ C1((a, b)), then G(t) = G(a) +∫ t
 aG(s)ds for every t ∈ [a, b).
 Definition 1.2. A function x ∈ C([a, b);Rn) is called a weak solution to (1.2) if it satisfies (1.3).
 A classical solution, of course, is a weak solution. A weak solution, on the other-hand, may notbe a classical solution. Nevertheless, when a weak solution has enough regularity, e.g. C1 in thecurrent case, it is a strong solution.
 We point that improper integral may be involved in the integral in (1.3).
 Example 1.1. The function x(t) := 2√
 t is a both a classical solution and a weak solution to
 x(t) = t−1/2 ∀ t ∈ (0,∞), x(0) = 0.
 This is so because x ∈ C1((0,∞)) ∩ C([0,∞)), x(0) = 0, and for every t ∈ (0,∞), x(t) = t−1/2.One notices that
 ∫ t
 0s−1/2 ds is an improper integral.
 Example 1.2. Both the function x(t) = min0, (t− 1)1/3 and x(t) = (t− 1)1/3 are weak solutions,but not classical solutions to the initial value problem
 x(t) =x(t)
 3(t− 1)∀ t ∈ (0,∞), x(0) = −1.
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4 CHAPTER 1. WELL-POSEDNESS
 Example 1.3. The Heaviside function H and the signature function sgn are defined by
 H(t) :=
 1 if t > 0,
 12 if t = 0,
 0 if t < 0,
 sgn(t) := 2H(t)− 1 =
 1 if t > 0,
 0 if t = 0,
 1 if t < 0.
 The function x(t) = |t| is a weak solution to x(t) = sgn(t) on R whereas the function x(t) = max0, tis weak solution to x(t) = H(t) since
 ∫ t
 0
 H(s)ds = max0, t,∫ t
 0
 sgn(s) ds = |t| ∀ t ∈ R.
 Example 1.4. Is the function x(t) = |t| a weak solution to x = 0 on R?Though the function x(t) = |t| satisfies the equation x = 0 in (−∞, 0) ∪ (0,∞), it is indeed
 not a weak solution to x = 0. To see this, we have to use the weak formulation (1.3). Introduce anew variable y = x, so the second order single equation x = 0 can be written as a system of twoequations: (x, y) = (y, 0). Its integral formulation is given by
 ( x(t), y(t) ) = (c1, c2) +∫ t
 0
 (x(s), y(s)) ds =(c1 +
 ∫ t
 0
 y(s) ds, c2
 )∀ t ∈ R.
 Thus, if (x, y) is a weak solution, we must have y(t) = c2 for all t ∈ R. This implies that x = c1+c2t.Hence, x = |t| is not a weak solution to x = 0 on R.
 As mentioned, one advantage of (1.3) over (1.2) is that for equation (1.3) to be meaningful, xneeds only be continuous, whereas for (1.1), x is required to be differentiable (e.g., has a first orderderivative). Special treatments and sometimes great efforts are needed for the meaning of equationx = f at points where f(x(·), ·) are discontinuous. For example, there is a non-constant continuousfunction x ∈ C([0, 1];R) that has derivative equal to zero almost everywhere; such a function shouldnot be regarded as a weak solution to the equation x = 0 almost everywhere in (0, 1). While in mostcases the integral in (1.3) is understood as the Riemann integral, if necessary, it is understood asthe Lebesgue integral.
 Another advantage of replacing the initial value problem (1.2) by (1.3) is that there are manyhandy mathematical tools available for (1.3). For example, a solution to (1.3) can be regarded as afixed point of the map T : x ∈ C([a, b]) → T[x] ∈ C([a, b]) defined by
 T[x](t) := x0 +∫ t
 a
 f(x(s), s) ds ∀t ∈ [a, b]. (1.4)
 Here the notation T[x], instead of Tx or T(x), is used to emphasize (i) T is in general non-linearand (ii) T maps one function to another. In subsequent sections, several different methods will beintroduced and used to establish the existence of a fixed point of T, thereby solving the initial valueproblem.
 Finally, it is worth mentioning that in general any system of (non-degenerate) ordinary differ-ential equations of arbitrary order can be put into the a system of first order ones. For example,consider a fully non-linear mth order ordinary differential equation
 F (t, x, x(1), · · · , x(m)) = 0
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1.1. INTRODUCTION 5
 where x(k) denotes the kth order derivative of x with respect to t and F (t, y, y1, · · · , ym) is a smoothfunction in Rm+2 satisfying the non-degenerate condition ∂F
 ∂yn6= 0 (at least in certain domain of
 interest). Introduce new variables
 x0 = t, x1 = x, x2 = x(1), · · · , xm+1 = x(m).
 The equations for x0, · · · , xm are the default
 x0(t) = 1, x1(t) = x2, · · · , xm(t) = xm+1,
 whereas the equation for xm+1 = x(m) is derived by differentiating the equation F = 0:
 xm+1(t) = −
 ∂F (x0, x1, · · · , xm+1)∂x0
 +m∑
 i=1
 xi+1∂F (x0, x1, · · · , xm+1)
 ∂xi
 ∂F (x0, x1, · · · , xm+1)∂xm+1
 .
 In applying numerical ode software packages, quite often an ode system is required to be writtenin a standard form. Therefore, for fully non-linear odes, it is convenient to use the above procedurefor required conversions.
 Example 1.5. Consider the fully nonlinear initial value problem
 x(t) + x3(t) = x(t) + t ∀ t ∈ R, x(0) = 0.
 Differentiating the equation gives (1 + 3x2)x = x + 1. Hence, by introducing y = x, the single fullynon-linear equation can be put into the standard system of two odes for two unknowns:
 (x, y) =(y,
 x + 11 + 3y2
 ), (x(0), y(0)) = (0, 0).
 Example 1.6. Sometimes caution is needed in converting fully non-linear equation in to systems.Consider the equation
 x2 + x2 = 1, x(0) = 1.
 Differentiation gives 2x(x + x) = 0. Hence, there are at least two sets of IVPs associated with theproblem:
 x = 0,
 x(0) = 1,
 (x, y) = (y,−x),
 (x(0), y(0)) = (1, 0).
 This two sets do not provide all possible the solutions. For example, x(t) = cos(mint, 5π) is aclassical solution to x2 + x2 = 1 on [0,∞), but neither x = 0 on [0,∞) nor x + x = 0 on [0,∞).
 Quite often, one reduces the order of an ode or the dimension of system of odes by using firstintegrals, typically non-linear algebraic relations such as F (x,x) = C, that connect the unknownfunctions and their derivatives. In principle, lower order odes are easier to analyze than higher orderones. Physically, a first integral represents a conservation of some quantity in time evolution.
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6 CHAPTER 1. WELL-POSEDNESS
 Example 1.7. Find a first integral for each of the following systems:
 (i) x + x = 0, (ii) x = y, y = sin x.
 Solution. (i) Multiplying the equation by 2x we find 0 = 2x(x + x) = ddt (x
 2 + x2). Hence ifx ∈ C2 is a solution, then
 x2 + x2 = R2
 where R is a constant. Hence F (x, x) := x2 + x2 is a first integral. From the first integral, one findsthat x = ±√R2 − x2, so the second order ode is reduced to a first order one.
 (ii) With a guess and check process, one may realize that 2yy = 2x sin x, so that ddt (y
 2 −sin2[x/2]) = 0. Hence, we obtain a first integral F (x, y) = y2 − sin2[x/2]. Any solution to the twoby two system of first order odes will satisfy
 y2 = sin2[x/2] + C or x = ±√
 sin2[x/2] + C
 where C is a constant. Thus, the system of two unknowns is reduced to a single equation.
 SUMMARY
 1. Every system of ordinary differentiable equations of arbitrary order can be put into a canonicalform x(t) = f(x(t), t) or even in an autonomous system x = f(x).
 2. An initial value problem (IVP) consists of a system of differential equations x(t) = f(x(t), t))for t ∈ (a, b) and an initial value x(a) = x0. A function x : [a, b) → Rn is called a (classical)solution to the IVP if (i) x is continuous at a and x(a) = x0, (ii) at every t ∈ (a, b), x has afirst order derivative which satisfies the equation x(t) = f(x(t), t).
 3. An IVP can be put into a single integral equation x(t) = x0 +∫ t
 af(x(s), s) ds for all t ∈ [a, b).
 The integral formulation is much more general and efficient than the IVP since it can includea much broader class of equations and, more importantly, it significantly enlarges the class offunctions that can be defined as solutions to the original IVP.
 4. A continuous but not necessarily everywhere differentiable solution to the integral equationcan be accepted as a weak solution or a generalized solution to the IVP which requires aclassical solution to have first order derivative at every point in (a, b).
 Exercise 1.1. Assume f ∈ C(Rn × (a, b);Rn). Verify that (1.2) is equivalent to (1.3); that is,
 1. if x ∈ C([a, b);Rn) ∩ C1((a, b)) satisfies (1.2), then x satisfies (1.3);
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1.1. INTRODUCTION 7
 2. if x ∈ C([a, b);Rn) satisfies (1.3), then x ∈ C1((a, b)) and satisfies (1.2).
 Exercise 1.2. 1. Verify that x(t) =√
 t, t ∈ [0,∞), is a classical solution to
 x(t) =1
 2x(t)∀ t ∈ (0,∞), x(0) = 0.
 2. For each k ∈ N, verify that x(t) = cos(mint, kπ) is a classical solution to x2 + x2 = 1 on R.
 3. Verify that x(t) = min1, (t− 1)1/3 is a weak solution to x(t) = 13 [t− 1]−1x(t) on [0,∞) with
 initial value x(0) = −1.
 Exercise* 1.3. (i) Convert the following fully non-linear odes to initial value problems of systemsof first order odes, in its standard form:
 1. x + x3 = sin x + 1, x(0) = 1;
 2. x2 + x2 = t, x(0) = 0.
 (ii) Find two first integrals to the following system of odes:
 dt =dx
 3x− y=
 dy
 x + y=
 dz
 z − x.
 Hint: Use the fact that e = ab = c
 d implies e = a+cb+d = a−c
 b−d .
 Exercise* 1.4. For λ ∈ R, consider the initial value problem, for x(λ, ·),
 x(λ, t) = 2√
 maxx(λ, t), 0 ∀t > 0, x(λ, 0) = λ.
 (1) Show that when λ < 0, x(λ, ·) ≡ λ and when λ > 0, x(λ, t) = (t +√
 λ)2. Consequently,
 limλ0
 x(λ, t) = t2, limλ0
 x(λ, t) = 0 ∀t ≥ 0.
 (2) Show that when λ = 0, for every c > 0, xc(0, t) = (max0, (t− c))2 is a classical solution.
 Hint: (i) For λ > 0, x ≥ 0 so x(λ, t) > λ > 0 for all t > 0. It follows that ddt
 √x(λ, t) = x
 2√
 x= 1
 so that√
 x(λ, t) = t +√
 λ for all t ∈ (0,∞).(ii) Suppose λ < 0. Let T = supt > 0 | x < 0 in [0, t]. Then x = 0 in [0, T ) so that x ≡ λ in
 [0, T ). If T < ∞, we would have, by continuity, that x(λ, T ) = λ < 0, and by continuity, x(λ, ·) < 0in [0, T + ε) for some ε > 0, contradicting the definition of T . Hence, T = ∞.
 (iii) xc(0, ·) is continuous-differentiable on [0,∞).
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8 CHAPTER 1. WELL-POSEDNESS
 1.2 Contraction Mapping Theorem
 To solve the IVP (1.2), we need only solve (1.3), which is equivalent to find x such that x = T[x]where T is defined in (1.4). A solution x to T[x] = x is called a fixed point of T. This sectionintroduces a commonly used fixed point theorem from functional analysis. First, we recall a fewfundamental mathematical concepts.
 Vector Space
 A vector space, or more precisely, a vector space over a field F , is a set V equipped with twooperations, an addition: (x,y) ∈ V 2 → x + y ∈ V and a scaling: (c,x) ∈ F × V → cx ∈ V , thatobey, for every x,y, z ∈ V and a, b ∈ F , the following five laws:
 1. commutative law: x + y = y + x (and ax = xa for convenience);
 2. associative law: (x + y) + z = x + (y + z); a(bx) = (ab)x,
 3. distributive law: a(x + y) = (ax) + (ay), (a + b)x = ax + bx := (ax) + (bx);
 4. zero law: x + (−1)x = 0;
 5. one law: 1x = x.
 Example 1.8. Classical examples of vector spaces (over the field R) are Rn, RN, and RZ. Modernvector spaces are spaces of functions from a set S to a vector space, e.g. C([0, 1];Rn), the set ofcontinuous functions from [0, 1] to Rn.
 Example 1.9. An example of a sophisticated vector space is C([0, T ];C([0, 1]2;R)), the set of con-tinuous functions from t ∈ [0, T ] to u(t) ∈ C([0, 1]2;R); here T > 0 is a constant. Fix any t ∈ [0, T ].If we use u(t, x, y) to denote the value of the function u(t) ∈ C([0, 1]2;R) at point (x, y) ∈ [0, 1]2,then u(t, x, y) is a continuous function from [0, T ]×[0, 1]2 to R. Hence, under the mapping I : u → u,the vector space C([0, T ]; C([0, 1]2;R)) and the vector space C([0, T ] × [0, 1]2;R) are essentially thesame, which we call isomorphic.
 A map from one vector space to anther is called homeomorphic, or more commonly, linear,if it preserves the algebra structure of vector spaces; namely, L : V → W is homeomorphic ifL(x + y) = L(x) + L(y) and L(cx) = cL(x) for every x,y ∈ V and c ∈ F . An isomorphism isa one-to-one and onto homeomorphism. Two vector spaces are isomorphic to each other if thereexists an isomorphic mapping between them.
 Example 1.10. Every finite dimensional vector space over R is isomorphic to Rn for some n ∈ N.
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 Normed Space
 A norm on a vector space V over F = R or F = C is a function ‖ · ‖ : V → [0,∞) having thefollowing three properties:
 1. positivity: ‖x‖ > 0 for every x 6= 0;
 2. triangular inequality: ‖x + y‖ 6 ‖x‖+ ‖y‖ for every x,y ∈ V ;
 3. scaling: ‖ax‖ = |a| ‖x‖ ∀ a ∈ F ,x ∈ V .
 A normed space (V, ‖ · ‖) is a vector space V over R or C equipped with a norm ‖ · ‖. In anormed space (V, ‖ · ‖), a subset O is called open if for every x ∈ S, there exists r > 0 such that O
 contains the ball centered at x with radius r,
 B(x; r) := y ∈ V | ‖y − x‖ < ε.
 A set is called closed if it is the complement of an open set.
 Example 1.11. By default, the vector space C([0, 1];Rn) is a normed space with the default norm
 ‖x‖ = ‖x‖C([0,1]) := maxt∈[0,1]
 |x(t)| ∀x ∈ C([0, 1];Rn)
 where | · | is the Rn Euclidean norm:
 |(a1, · · · , an)| =√
 a11 + · · ·+ a2
 n ∀ (a1, · · · , an) ∈ Rn.
 Example 1.12. Let X = x ∈ C1([0, 1];R) | x(0) = 0 and define
 ‖x‖X := maxt∈[0,1]
 |x(t)| ∀x ∈ X.
 Then ‖ · ‖X is a norm for X and (X, ‖ · ‖X) is a normed space.Now consider the map I : x ∈ X → Ix := x ∈ Y := C([0, 1];R). One can show that (i) I is an
 isomorphism, i.e., it is linear, one-to-one and onto, and (ii) I is an isometry, i.e., it preserves thelength: ‖Ix‖C([0,1],R) = ‖x‖X for every x ∈ X. Thus, I is an isometric isomorphism from X toY. Consequently, (X, ‖ · ‖X) and C([0, 1];R) are isometrically isomorphic to each other.
 Example 1.13. Suppose (X, ‖ · ‖) is a normed space and x ∈ X and r > 0. Show that the followingis a closed set:
 B(x; r) := y ∈ V | ‖y − x‖ 6 r.
 Proof. Let O be the complement of B(x, ; r). Suppose y ∈ O. Then y 6∈ B(x; r) so ‖y−x‖ > r.Set ε = ‖y−x‖− r. Then for every z ∈ B(y; ε), we have ‖y−x‖ ≤ ‖y− z‖+ z−x‖ < ε + ‖z−x‖.This implies that ‖z − x‖ > ‖y − z‖ − ε = r. Hence, z 6∈ B(x; r), i.e. z ∈ O. As z in B(y; ε) isarbitrary, we see that B(y; ε) ∈ O. As y ∈ O is arbitrary, we see that O is open, by the definitionof an open set. Hence, B(x; r) is a closed set, by the definition of closed sets.
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 A sequence xi∞i=1 is an ordered list of elements x1,x2,x3, · · · . A sequence xi∞i=1 is oftenwritten as xii∈N or simply as xi. A sequence xi in a normed space is called a Cauchysequence if limm>n→∞ ‖xm − xn‖ = 0; namely,
 for every ε > 0, there exists N > 0 such that ‖xm − xn‖ 6 ε for every m,n > N ; symbolically,
 ∀ ε > 0, ∃N, 3 ‖xm − xn‖ 6 ε ∀m,n > N.
 In a normed space, x is called the limit of a sequence xi, and denoted as x = limi→∞ xi iflimi→∞ ‖xi − x‖ = 0.
 Banach Space
 A Banach space is a vector space X over R or C, equipped with a norm ‖ · ‖ such that under thenorm, the space is complete, i.e., every Cauchy sequence admits a limit.
 One of the revolutionary idea in the history of mathematics is the following completion theorem,whose proof is omitted from this notes.
 Theorem of Completion. Every normed space can be completed to a unique Banach space.
 In plain language, the theorem states the following:
 Given a normed space (V, ‖ · ‖), there exists a Banach space (X, ‖ · ‖X) such that
 1. V is isometrically embedded in X (i.e. V ⊂ X and ‖v‖ = ‖v‖X for every v ∈ V );
 2. X is the smallest closed set (relative to X) that contains V (i.e. for every x ∈ X, there exists
 a Cauchy sequence vn in V such that limn→∞ ‖vn − x‖X = 0);
 3. X is unique up to an isometric isomorphism (i.e. if (X; ‖ · ‖X) is a Banach space having the
 properties (1) and (2), then (X, ‖ · ‖X) is isometrically isomorphic to (X, ‖ · ‖X) in the
 sense that there exists a one-to-one and onto linear map I : X → X such that ‖x‖X = ‖Ix‖Xfor every x ∈ X).
 Example 1.14. The space C([0, 1];Rn) with the default norm ‖x‖C([0,1]) := max|x(t)| | t ∈ [0, 1]is Banach space.
 Example 1.15. For each p ∈ [1,∞), (`p, | · |p) is a Banach space where
 `p :=
 (a1, a2, · · · ) ∈ RN∣∣∣
 ∞∑
 i=1
 |ai|p < ∞
 ,
 ∣∣∣(a1, a2, · · · )∣∣∣p
 :=( ∞∑
 i=1
 |ai|p)1/p
 ∀ (x1, x2, · · · ) ∈ RN.
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 Similarly, (`∞, | · |∞) is also a Banach space where
 `∞ :=
 (a1, a2, · · · ) ∈ RN∣∣∣ sup
 i>1|xi| < ∞
 ,
 ∣∣∣(a1, a2, · · · )∣∣∣∞
 := supi>1
 |ai| ∀ (a1, a2, · · · ) ∈ RN.
 Example 1.16. Let X = x ∈ C1([0, π];R) | x(0) = x(π) = 0, and
 ‖x‖ =∫ 1
 0
 |x(s)|2ds ∀x ∈ X.
 Then (X, ‖ · ‖) is a Normed space, but not a Banach space.Next consider the space
 H :=
 x ∈ C([0, 1];R) | x(t) =∞∑
 n=1
 an sin(nt) ∀ t ∈ [0, π],∞∑
 n=1
 n2|an|2 < ∞
 ,
 ‖x‖H =( 2
 π
 ∞∑n=1
 n2|an|2)1/2
 if x(t) =∞∑
 n=1
 an sin(nt) ∀ t ∈ [0, π].
 Then essentially H is a copy of the `2 space, and one can show that (H, ‖ · ‖H) is a Banach space.Now define ϕi(t) = sin(i t) for every i ∈ N. Then for every n ∈ Rn and every (a1, · · · , an) ∈ Rn,
 not only is the function x :=∑n
 i=1 aiϕn an element in X ∩H, but also ‖x‖ = ‖x‖H . Since everyC1([0, π]) function with zero boundary value can be written as convergent Fourier sine series withbounded ‖ · ‖H norm, one can show that (X, ‖ · ‖) is indeed a dense subset of (H, ‖ · ‖H). Hence,(H, ‖ · ‖H) is (one copy of) the completion of (X, ‖ · ‖).
 In a vector space, a set is called convex if it contains every line segment with endpoints in it.Since the line segment with endpoints a and b is L(a, b) := ta + (1 − t)b | t ∈ [0, 1], a set D isconvex if and only if ta + (1− t)b ∈ D for every a, b ∈ D and t ∈ [0, 1].
 In a normed space, a set D is called strictly convex if for every a, b ∈ D and t ∈ (0, 1), thepoint ta + (1− t)b is an interior point of D. Here a point x is called an interior point of D if thereexists ε > 0 such that the open ball B(x; ε) ⊂ D.
 Space of Continuous Functions
 Let (X, | · |) be a Banach space. Set
 C([a, b];X) :=u : [a, b] → X
 ∣∣∣ limt∈[a,b],t→t0
 |u(t)− u(t0)| = 0∀ t0 ∈ [a, b]
 ,
 ‖u‖ := maxt∈[0,1]
 |u(t)| ∀u ∈ C([a, b];X).
 Then (C([a, b];X), ‖ · ‖) is also a Banach space.
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 Example 1.17. Let X = Rn be equipped with the Euclidean norm. Then C([0, 1];X) = C([0, 1];Rn).If xnn∈N is a Cauchy sequence in C([0, 1];X) and limn→∞ xn = x, then in the classical sense, asn →∞, xn(t) → x(t) uniformly in t ∈ [0, 1]. This can be seen from the definition
 0 = limn→∞
 ‖xn − x‖ = limn→∞
 maxt∈[0,1]
 |xn(t)− x(t)|.
 Example 1.18. Let X be a Banach space. Let v : [a, b] → X and r : [a, b] → [0,∞] be given.Consider the set
 D := u ∈ C([a, b];X) | |u(t)− v(t)| ≤ r(t) ∀ t ∈ [a, b].
 Then D is a convex set; i.e. D contains every line segment with end points in D. To see this,let u1,u2 ∈ D be arbitrary. The line segment with end points u1 and u2 is given by L(u1,u2) :=θu1 + (1− θ)u2 | θ ∈ [0, 1]. For each θ ∈ [0, 1] and t ∈ [a, b],
 ∣∣∣[θu1(t) + (1− θ)u2(t)]− v(t)∣∣∣ =
 ∣∣∣θ[u1(t)− v(t)] + (1− θ)[u2(t)− v(t)]∣∣∣
 ≤ θ|u1(t)− v(t)|+ (1− θ)|u2(t)− v(t)| ≤ r(t) ∀ t ∈ [a, b].
 It follows that θu1 + (1− θ)u2 ∈ D. Hence, L(u1,u2) ∈ D.
 The set D is also a closed set, i.e. the complement of an open set. Indeed, let u 6∈ D bearbitrary. There exists t0 ∈ [a, b] such that ε := |u(t0)− v(t0)| − r(t0) > 0. Now for every
 w ∈ B(u; ε) := z ∈ C([a, b];X) | ‖z− v‖ < ε,
 we have |w(t0)−v(t0)| ≥ |u(t0)−v(t0)|− |u(t0)−w(t0)| = r(t0)+ ε−|u(t0)−w(t0)| > r(t0), since|w(t0)− u(t0)| 6 ‖w − u‖ < ε. It then follows that w 6∈ D. Thus, B(x, ε) ∩D = ∅. It then followsthat the complement of D is open, so D is closed.
 Lp spaces
 For every x ∈ X := C([0, 1];R), the number ‖x‖p is defined by
 ‖x‖p :=( ∫ 1
 0
 |x(t)|pdt)1/p
 for p ∈ [1,∞), ‖x‖∞ := maxt∈[0,1]
 |x(t)|.
 When p ∈ [1,∞), the completion of (X, ‖ · ‖p) is called the Lp space, denoted by Lp((0, 1)).After the introduction of Lebesgue’s integral, this space is identified to be the set of all Lebesguemeasurable functions having finite ‖ · ‖p norm. The completion of C([0, 1];R) under ‖ · ‖∞ norm isthe space C0([0, 1];R). The L∞((0, 1)) space can be defined as
 L∞((0, 1)) =
 x ∈⋂
 p≥1
 Lp((0, 1))∣∣∣ ‖x‖∞ := lim
 p→∞‖x‖p < ∞
 .
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 Holder Spaces Cm,α
 In the study of differential equations, the Holder space plays an important role. Here we only providethere definitions without elaboration.
 Let Ω be a bounded open set in Rn and u ∈ C∞(Rn;R). We define
 ∥∥∥u∥∥∥
 0:= sup
 x∈Ω|u(x)|,
 ∥∥∥u∥∥∥
 m:=
 ∑
 |α|≤m
 ∥∥∥∂αu
 ∂xα
 ∥∥∥0
 ∀m ∈ N.
 The space Cm(Ω) is the completion of the space C∞(Rm;R) under the norm ‖ · ‖m.For every θ ∈ [0, 1],
 [u]
 θ:= sup
 x,y∈Ω,x6=y
 |u(x)− u(y)||x− y|θ , ‖u‖m,θ := ‖u‖m +
 ∑
 |α|=m
 [∂αu
 ∂xα
 ]θ
 ,
 Cm,α(Ω) := u ∈ Cm(Ω) | ‖u‖m,α < ∞.
 The space C0,1(Ω) is called the space of Lipschitz continuous functions. The constant [u]1is called the Lipschitz constant of u.
 Contraction Mapping Theorem
 Now we come to the theme of this section.
 Theorem 1.1 (Contraction Mapping Theorem). Suppose D is a closed subset of a Banachspace (X, ‖ · ‖) and T : D → D is a mapping satisfying, for some constant θ ∈ (0, 1),
 ∥∥∥T[z]−T[y]∥∥∥ ≤ θ‖z− y‖ ∀ z,y ∈ D. (1.5)
 Then there exists a unique x ∈ D such that x = T[x].
 A map that satisfies (1.5) is called a contraction map. The contraction mapping theorem canalso be stated as follows:
 A contraction map from a closed subset of a Banach space to itself admits a unique fixed point.
 Clearly, to apply the theorem, the following needs to be verified:
 1. The setting (X, ‖ · ‖) is a Banach space;
 2. The set D is a closed subset of X;
 3. The map T : D → X maps D into itself, i.e., for every x ∈ D, T[x] ∈ D;
 4. T is a contraction, i.e. (1.5) holds for some constant θ < 1.
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 Proof. 1. First we show that there exists at most one fixed point. For this, suppose x and yare fixed points of T in D, i.e., T[x] = x ∈ D and T[y] = y ∈ D. Then
 ‖x− y‖ = ‖T[x]−T[y]‖ ≤ θ‖x− y‖.
 Thus, (1− θ)‖x− y‖ ≤ 0, which implies ‖x− y‖ = 0 since θ < 1. Consequently, x = y and T hasat most one fixed point in D.
 2. We prove the existence of a fixed point of T by using an iteration procedure.Fix an arbitrary x0 ∈ D. Define xn∞n=1 via the iterative: x1 := T[x0],x2 := T[x1], and son
 on; more precisely,
 xn = T[xn−1], n ∈ N = 1, 2, · · · .
 Since T maps D into itself, by a mathematical induction argument, xn ∈ D for all n ∈ N.
 We show that xn is a Cauchy sequence. For this, observe that
 ‖xn+1 − xn‖ = ‖T[xn]−T[xn−1]‖ 6 θ‖xn − xn−1‖ ≤ · · · ≤ θn‖x1 − x0‖.
 Thus, for every integer m > n ≥ 0,
 ‖xm − xn‖ = ‖(xm − xm−1) + (xm−1 − xm−2) + · · ·+ (xn+1 − xn)‖
 ≤m−1∑
 i=n
 ‖xi+1 − xi‖ ≤m−1∑
 i=n
 θi−n+1‖xn − xn−1‖
 ≤ θ
 1− θ‖xn − xn−1‖ ≤ θn
 1− θ‖x1 − x0‖.
 It then follows, since θ ∈ (0, 1), that limm>n→∞ ‖xm − xn‖ = 0. Since X is a Banach space, thereexists x ∈ X such that limn→∞ ‖xn − x‖ = 0. In addition, since D is closed, x ∈ D. Finally,
 ‖x−T[x]‖ = limn→∞
 ‖xn+1 −T[x]‖ = limn→∞
 ‖T[xn]−T[x]‖ ≤ limn→∞
 θ‖xn − x‖ = 0.
 Thus, x = Tx; i.e. x ∈ D is a fixed point of the map T.
 The following is a direct consequence of the estimates established in the above proof and maybe very useful in actual applications.
 Theorem 1.2 (Error Estimate). Assume the condition of Theorem 1.1. Fix x0 ∈ D and letxn be defined by the iteration xn = T[xn−1] for all n ∈ N. Then the difference between the exactsolution x ∈ D to x = T[x] and the approximation solution xn is bounded as follows:
 ‖xn − x‖ ≤ θ
 1− θ‖xn − xn−1‖,
 ‖xn − x‖ ≤ θn
 1− θ‖x1 − x0‖,
 ‖xn − x‖ ≤ θn‖x− x0‖.
 We leave the proof as an exercise.
 These bounds show that the iteration xn = T[xn−1] converges very fast if θ is not very close to1. Here the last estimation may not be useful since supposedly x is unknown so ‖x−x0‖ cannot be
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 evaluated easily. On the other hand, the second estimate is very useful since ‖x1−x0‖ = ‖T[x0]−x0‖can be evaluated. In application, the first estimate provides an efficient criterion in dynamical pro-gramming in which the number n of iteration is not prescribed, instead, the iteration stops once aprescribed accuracy is reached.
 SUMMARY
 1. A contraction mapping from a closed set of a Banach to itself admits a unique fixed point.
 2. A Banach space is complete in the sense that any closed set does not contain “holes”. Anynormed space can be completed (holes filled in) into a Banach space.
 Exercise 1.5. Let (X, ‖ · ‖) be a normed vector space. Show the following:
 1. limx→∞
 xn = x ⇐⇒ limn→∞
 ‖xn − y‖ = ‖x− y‖ ∀y ∈ X.
 2. A set D ⊂ X is closed ⇐⇒ whenever xn ∈ D and limn→∞ xn = x ∈ X, x ∈ D.
 3. For each x ∈ X and r > 0, B(x; r) is an open set whereas B(x; r) is a closed set.
 Exercise 1.6. Suppose (X, ‖ · ‖) is a Banach space and zn∞n=1 is a sequence in X satisfying∑∞n=1 ‖zn‖ < ∞. Show that there exists x ∈ X such that
 ∞∑n=1
 zn := limN→∞
 N∑n=1
 zn = x.
 It is known that the set of all bounded functions in C([0,∞);R) equipped with the norm‖x‖ := supt∈[0,∞) |x(t)| is a Banach space.
 Applying the above result show that the following are functions in C([0,∞);R):
 (i)∞∑
 n=1
 sin(n4t)n2
 , (ii)∞∑
 n=1
 tne−2t
 n!, (iii)
 ∞∑n=1
 an sin(nt) where∞∑
 n=1
 n2|an|2 < ∞.
 Exercise 1.7. Prove Theorem 1.2.
 Exercise 1.8. Show that a linear map T : X → X is a contraction if and only if ‖T‖ < 1 where
 ‖T‖ := supx 6=0
 ‖Tx‖‖x‖ = sup
 ‖x‖=1
 ‖Tx‖.
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 Exercise 1.9. Identifying points in R2 with row vectors, consider a map T from R2 to R2 defined by
 T(x, y) := (x y)(
 1/2 20 1/2
 )∀ (x, y) ∈ R2.
 1. Show that T is not a contraction under the Euclidean norm |(x, y)| =√
 x2 + y2.
 2. Show that T is a contraction under the norm ‖(x, y)‖ := 5|x|+ |y|.
 3. Find the minimum positive integer k such that Tk is a contraction under the Euclidean norm.
 Hint: Let’s identify points in Rn with row vectors. The Euclidean norm is defined by ‖x‖ =√xx∗ where x∗ is the transpose of x. Given a n × n real matrix A, ‖xA‖2 = (bxA)(Ax)∗ =
 xAA∗x∗. Thus, the operator norm ‖A‖ is indeed the square root of maximum eigenvalue ofthe semi-positive definite matrix AA∗.
 Exercise 1.10. On C([0, 2π]) define ‖x‖ = maxt∈[0,2π] |x(t)|. Define T : C([0, 2π]) → C([0, 2π]) by
 T[x](t) = sin(2t) +12π
 ∫ 2π
 0
 sin[t + x(s)] ds ∀t ∈ [0, 2π], x ∈ C([0, 2π]).
 1. Show that ‖T[x]−T[y]‖ < ‖x− y‖ for every x, y ∈ C([0, 2π]), x 6= y.
 Hint: Use sin(2α)− sin(2β) = 2 sin(α− β) cos(α + β) and | sin z| < |z| for every z 6= 0.
 2. Demonstrate that T is not a contraction on (C([0, 2π]), ‖ · ‖) by showing that
 supx6=y
 ‖T[x]−T[y]‖‖x− y‖ = 1.
 Hint: Consider |T[x](0)−T[y](0)| with x(t) ≡ 0 and y(t) ≡ ε for all t ∈ [0, 2π].
 3. Show that T has a unique fixed point in C([0, 2π]).
 [Hint: Let φ0, φ1, φ2 be functions defined by φ0(t) = sin(2t), φ1(t) = sin t and φ2(t) = cos t forall t ∈ [0, 2π]. Show that the image of T lies in D := φ0 + aφ1 + bφ2 | a, b ∈ R, a2 + b2 6 1.Also show T is a contraction from D to D.]
 Exercise 1.11 (Rate of Convergence).
 1. For the iteration x0 = 32 , xn+1 = 1
 xn+ xn
 2 ∀n ≥ 0, show that
 0 < xn −√
 2 ≤ (x0 −√
 2)2n
 23(2n−1)/2∀n ∈ N, 0 < x10 −
 √2 < 10−1554.
 2. For the iteration y0 = 32 , yn+1 = yn + 2−y2
 n
 4 ∀n ≥ 0, show that yn > yn+1 >√
 2 and
 y0 −√
 24n
 < yn −√
 2 < (y0 −√
 2)(4− 2
 √2
 4
 )n
 ∀n ∈ N; 8× 10−8 < y10 −√
 2 < 4× 10−7.
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 3. For the iteration z0 = 1, zn = zn−1 − 2(4n)2−1 ∀n ∈ N, using
 arctan 1 =∞∑
 k=0
 (−1)k
 2k + 1= 1−
 ∞∑n=1
 2(4n)2 − 1
 ,
 ∞∑
 j=n
 1j(j + 1)
 =1n
 show that1
 8(n + 1)< zn − π
 4<
 18n
 ∀n ∈ N,π
 4= z125000 ± 10−6.
 4. From the previous three examples, describe your comprehension on speed of convergence andefficiency of algorithm.
 Exercise* 1.12. For every x ∈ X := C([0, 1];R), the number ‖x‖p is defined by
 ‖x‖p :=( ∫ 1
 0
 |x(t)|pdt)1/p
 for p ∈ [1,∞), ‖x‖∞ := maxt∈[0,1]
 |x(t)|.
 1. Let xn(t) = tn for all t ∈ [0, 1], n ∈ N. Show that xn is a Cauchy sequence in (X, ‖ · ‖p) forevery p ∈ [1,∞), but it is not a Cauchy sequence in (X, ‖ · ‖∞).
 2. Let yn(t) :=√
 ntn ∀ t ∈ [0, 1], n ∈ N. For what p ∈ [1,∞] does limn→∞ ‖yn‖p = 0?
 3. Let zn(t) = 2π arctan(2nt−n) for all t ∈ [0, 1], n ∈ N. For each p ∈ [1,∞), show that zn is a
 Cauchy sequence in (X, ‖ · ‖p) but there does not exist z ∈ X such that limn→∞ ‖zn− z‖p = 0.
 4. Show that (X, | · ‖p), p ∈ [1,∞) is not a Banach space.
 5. Show that for each 1 6 p < q 6 ∞,
 C([0, 1]) $ L∞((0, 1)) $⋂
 r≥1
 Lr((0, 1)) $ Lq((0, 1)) $ Lp((0, 1)).
 Also show that for every f ∈ C([0, 1]),
 ‖f‖C0 = ‖f‖∞ := limr→∞
 ‖f‖r > ‖f‖q > ‖f‖p.
 Exercise* 1.13. Let X = C([0, 1];R) and 1 6 p < q < ∞. Show the following.
 1. A(p) := x ∈ X | ‖x‖p ≥ 1 is a closed set in (X, ‖ · ‖q);
 2. A(q) := x ∈ X | ‖x‖q ≥ 1 is not a closed set in (X, ‖ · ‖p);
 3. D(p) := x ∈ X | ‖x‖p 6 1 is a closed set in (X, ‖ · ‖r) for any r ≥ 1.
 Hint (i) Let x ∈ X \A(p). Set ε = (1− ‖x‖p)/2 and Bq(x, ε) := z ∈ X | ‖z − x‖q < ε. Thenfor any y ∈ Bq(x, ε), ‖x + y‖p ≤ ‖x‖p + ‖y‖p ≤ 1− 2ε + ‖y‖q ≤ 1− ε. Thus, Bq(x, ε) ⊂ X \A(p) soX \A(p) is open in (X, ‖ · ‖q).
 (ii) Let r = 12 (p + q) and wn(t) = n1/rtn for t ∈ [0, 1], n ∈ N. Then limn→∞ ‖wn‖p = 0 and
 limn→∞ ‖wn‖q = ∞. As 0 ∈ X \A(q) and for every ε > 0, Bp(0, ε)∩A(q) 6= ∅, X \A(q) is not openin (X, ‖ · ‖p).
 (iii) Suppose xn ∈ D(p), x ∈ X, and ‖xn − x‖r → 0 as r → ∞. Then along a subse-quence njj∈N, xnj (t) → x(t) a.e. t ∈ (0, 1). Consequently, by Fatou’s Lemma,
 ∫ 1
 0|x(t)|qdt =∫ 1
 0limj→∞ |xnj (t)|qdt 6 lim infj→∞
 ∫ 1
 0|xnj (t)|qdt ≤ 1 so that x ∈ D(p).
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 1.3 Picard’s Iteration
 In this section we demonstrate step by step the use of the contraction mapping theorem to establishthe existence of a solution to (1.3) via a fixed point of the operator T defined in (1.4).
 1. First we need a function space X (together with a norm ‖ · ‖) that the solution lives on. Itis natural to use the following:
 X := C([a, b];Rn) := x : [a, b] → Rn | x is continuous on [a, b];‖x‖ := max
 t∈[a,b]|x(t)| ∀x ∈ C([a, b];Rn).
 Here | · | is the default Rn Euclidean norm defined by
 |(x1, · · · , xn)| =√
 x21 + · · ·+ x2
 n ∀ (x1, · · · , xn) ∈ Rn.
 We remark the following
 1. ‖ · ‖ is the default (standard) norm of the space C([a, b];Rn);
 2. The space (C([a, b];Rn); ‖ · ‖) is a Banach space, called the space of continuous functions.
 2. Next we need a closed subset D of C([a, b];Rn). To have an idea of what kind of D shouldwe take, let’s suppose, for the moment, that f is bounded by a constant K, there is an a prioriestimate for a solution x:
 |x(t)− x0| =∣∣∣∫ t
 a
 f(x(s), s) ds∣∣∣ ≤
 ∫ t
 a
 Kds = K(t− a) ∀ t ∈ [a, b].
 This suggests the use of the following
 D(K) :=x ∈ C([a, b];Rn)
 ∣∣∣ |x(t)− x0| ≤ K|t− a| ∀t ∈ [a, b]
 .
 One can show that D(K) is a closed subset of C([a, b];Rn).Once D is taken, we see that for T to map D to D, what we need is that f(x(·), ·) is bounded
 by K whenever x is in D. Hence, we need only
 supx∈D(K)
 sups∈[a,b]
 ∣∣∣f(x(s), s)∣∣∣ ≤ K. (1.6)
 3. We now seek conditions for T to be a contraction. We know that∣∣∣T[x](t)−T[y](t)
 ∣∣∣ =∣∣∣∫ t
 a
 f(x(s), s)− f(y(s), s)
 ds
 ∣∣∣
 ≤∫ t
 a
 ∣∣∣f(x(s), s)− f(y(s), s)∣∣∣ ds ∀ t ∈ [a, b].
 It is customary to assume that f is Lipschitz continuous: For some constant L,
 |f(x, t)− f(y, t)| ≤ L|x− y| ∀x, y ∈ Rn, t ∈ [a, b].
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 Indeed, only local Lipschitz continuity is needed: for some integrable function L(·),
 |f(x, t)− f(y, t)| ≤ L(t)|x− y| ∀x, y ∈ B(x0; K|t− s|), t ∈ [a, b]. (1.7)
 Under the local Lipschitz condition,
 |T[x](t)−T[y](t)| ≤∫ t
 a
 L(s)|x(s)− y(s)|ds ≤∫ b
 a
 L(s)ds‖x− y‖ = θ‖x− y‖
 where
 θ :=∫ b
 a
 L(s) ds.
 Hence, if θ < 1, the contraction mapping theorem can be applied to show that T defined in (1.4)admits a unique fixed point in D(K).
 It is a surprise that in actual iteration process the condition θ < 1 is in fact not needed forconvergence.
 Theorem 1.3 (Picard Iteration). Let x0 ∈ Rn and f : Rn × [a, b] → Rn be measurable. Supposefor some constant K > 0 (1.6) holds and for some integrable L (1.7) holds. Then there exists aunique solution x ∈ D(K) satisfying
 x(t) = x0 +∫ t
 a
 f(x(s), s) ds ∀ t ∈ [a, b].
 Proof. Consider the Picard’s iteration sequence xn obtained by x0 ≡ x0 and xn = T[xn−1]for all n ∈ N. The condition (1.6) ensures that xn is well-defined and is in D(K). The progress ofthe iteration can be examined as follows: for every t ∈ [a, b],
 |x1(t)− x0(t)| ≤ K(t− a),
 |xn+1(t)− xn(t)| ≤∫ t
 a
 L(s1)|xn(s1)− xn−1(s1)|ds1
 ≤∫ t
 a
 L(s1)∫ s1
 a
 L(s2)|xn−1(s2)− xn−2(s2)|ds2ds1
 ≤ · · ·≤
 ∫ t
 a
 L(s1)∫ s1
 a
 L(s2) · · ·∫ sn−1
 a
 L(sn)|x1(sn)− x0(sn)|dsn · · · ds1
 ≤ K(t− a)n!
 ( ∫ t
 a
 L(s) ds)n
 .
 If one is not sure of the answer, a mathematical induction can be used to verify it. Thus,
 ∞∑n=0
 ‖xn+1 − xn‖ ≤ K(b− a)∞∑
 n=0
 1n!
 ( ∫ b
 a
 L(s) ds)n
 = K(b− a)eR b
 aL(s)ds.
 Therefore, xn is a Cauchy sequence and converges uniformly to a continuous function x ∈ D(K).This limit can be shown to be a fixed point of T.
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20 CHAPTER 1. WELL-POSEDNESS
 For uniqueness, let x ∈ D(K) be an arbitrary fixed point of T. Then same procedure as beforeleads to
 ‖xn − x‖ ≤ ‖x0 − x‖n!
 (∫ b
 a
 L(s)ds)n
 ∀n ∈ N.
 These inequalities not only provide the uniqueness of x, but also supplement a very useful errorestimate in the Picard’s iteration process.
 Example 1.19. As a test, we follow the steps in the existence proof for problem
 x(t) = 1 + x2(t), x(0) = 0.
 The exact solution is x(t) = tan t for t ∈ [0, π/2).For some positive constants b,K to be determined, let
 D(K) = x ∈ C([0, b]) | 0 ≤ x(t) ≤ Kt ∀ t ∈ [0, b].
 Clearly, f : x ∈ [0,Kb] → f(x) = 1 + x2 is Lipschitz continuous.It remains to make sure that T maps D(K) into itself. For any x ∈ D(K) and t ∈ [0, b],
 0 ≤ T[x](t) ≤∫ t
 0
 [1 + K2s2]ds ≤ [1 + K2b2/3]t.
 Thus for T[x] ∈ D(K) we need only
 1 + 13K2b2 ≤ K i.e. b2 ≤ 3(K − 1)
 K2.
 The optimal choice for largest b is K = 2 and b =√
 3/2. This shows that the initial value problemadmits a unique solution on [0,
 √3/2].
 Example 1.20. Next we consider the example
 x(t) =x(t)2√
 t∀ t ∈ (0, b), x(0) = 1.
 The exact solution is given by x(t) = e√
 t for all t ∈ [0,∞).Although f(x, t) = x/(2
 √t) is unbounded, local Lipschitz continuity is guaranteed. For K >
 0, b > 0 to be determined, we use an equivalent norm for C([0, b])
 ‖|x‖| := maxt∈[0,b]
 |e−Ktx(t)| ∀x ∈ C([0, b];R).
 Then |x(s)| ≤ ‖|x‖|eKs ∀s ∈ [0, b] and
 ∣∣∣e−KtT[x](t)−T[y](t)∣∣∣ =
 ∣∣∣e−Kt
 ∫ t
 0
 x(s)− y(s)2√
 sds
 ∣∣∣
 =∣∣∣e−Kt
 ∫ t
 0
 eKse−Ks(x(s)− y(s))2√
 sds
 ∣∣∣ ≤ ‖|x− y‖|θ ∀t ∈ [0, b]
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1.3. PICARD’S ITERATION 21
 where
 θ = maxt∈[0,b]
 e−Kt
 ∫ t
 0
 eKs
 2√
 sds
 =1√K
 maxt∈[0,b]
 e−Kt
 ∫ Kt
 0
 ez
 2z−1/2dz ≤ 1
 2√
 Ksup
 s∈[0,∞)
 e−s
 ∫ s
 0
 ez
 √zdz.
 Note that the function φ(s) := e−s∫ s
 0ez/
 √zdz is continuous on [0,∞) and, by the L’Hopital’s
 rule,
 lims→∞
 φ(s) = lims→∞
 ∫ s
 0ez/
 √zdz
 es= lim
 s→∞es/√
 s
 es= 0.
 Thus,
 ‖φ‖ := maxs∈[0,∞)
 φ(s) < ∞.
 Finally, take
 K = ‖φ‖2 = 1.1709... =⇒ θ ≤ ‖φ‖2√
 K=
 12.
 Then,
 ‖|T[x]−T[y]‖| ≤ 12‖|x− y‖| ∀x, y ∈ C([0, b];R).
 Fix any b > 0. Set D = C([0, b];R) and use ‖| · ‖| as the norm for the space C([0, b];R) we concludethat there exists a unique solution in C([0, b];R). One can be convinced that the ode problem admitsa unique solution x ∈ C([0,∞)) ∩ C∞((0,∞)).
 We point out that the Lipschitz condition is a sufficient but not necessary condition for theuniqueness of a solution; see Exercise 1.20.
 The Picard iteration technique can be used to establish the existence of differential equationsin infinite space dimensions. Here we briefly extend the conventional calculus to functions valued inBanach spaces.
 Let (X, ‖ · ‖) be a Banach space and f be a function from [a, b] to X. The function f is calledcontinuous at τ ∈ [a, b] if
 limt∈[a,b],t→τ
 ‖f(t)− f(τ)‖ = 0.
 A function f is said to be in C([a, b];X) if it is continuous at every τ ∈ [a, b]. The function is calleddifferentiable at τ ∈ [a, b] if there exists x ∈ X such that
 limt∈[a,b],t6=τ,t→τ
 f(t)− f(τ)t− τ
 = x.
 The limit x is called the derivative of f at τ and is denoted by f(τ). If f ∈ C([a, b];X), we sayf ∈ C1([a, b];X). The higher order ordinary derivatives and the space Cm([a, b];X) are similarlydefined.
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 Given a partition P ∈ P := (t0, t1, · · · , tn) | n ∈ N, a = t0 < t1 < · · · < tn = b, its mesh sizeis defined as |P | = max1≤i≤n |ti − ti−1|. A Riemann Sum of f associated with P is defined as
 S(f , P ) =n∑
 i=1
 (ti − ti−1)f(τi), τi ∈ [ti−1, ti] ∀i.
 A function f is called Riemann integrable if there exists x ∈ X such that
 lim|P |→0
 ‖S(f , P )− x‖ = 0.
 The limit x is called the Riemann integral of f over [a, b] and is denoted by∫ b
 af(s) ds.
 One can show that continuous functions are Riemann integrable.
 The following can be proven by the Picard’s iteration technique.
 Theorem 1.4 (Infinite Dimensional Dynamical System). Let (X, ‖ ·‖) be a Banach space andf : X× [a, b) → X satisfy (i) f(x, ·) is continuous in [a, b) for every x ∈ X and (ii) for some constantL > 0,
 ‖f(u, t)− f(v, t)‖ ≤ L‖u− v‖ ∀ t ∈ [a, b), u, v ∈ X.
 Then for every u0 ∈ X, the following dynamics admits a unique solution u ∈ C1([a, b];X):
 d
 dtu(t) = f(u(t), t) ∀ t ∈ [a, b), u(0) = u0.
 Without using the derivative, this problem can be transferred to its equivalent integral form
 u(t) = u0 +∫ t
 a
 f(u(s), s) ds ∀ t ∈ [a, b).
 SUMMARYThe Picard’s iteration can be used to show the existence of a unique solution to the IVP
 x = f(x, t) in (a, b) with initial value x(a) = x0, provided that f(x, t) is (i) continuous in t for everyfixed x and (ii) Lipschitz continuous in x. The existence and uniqueness result extends to locallyLipschitz continuous functions and to infinite dimensional systems.
 Exercise 1.14. Show that (i) (C([a, b];Rn), ‖ · ‖) is a Banach space and (ii) for each x0 ∈ Rn andK ≥ 0, D(K) := x ∈ C([a, b];Rn) | |x(t)− x0| ≤ K(t− a) is a closed subset of the space.
 The uniqueness established is local in the sense that it is unique in D(K); namely, it did notexclude the existence of a solution outside of the set D(K). The following exercise provides asufficient condition to exclude such a possibility.
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 Exercise 1.15. Assume that f ∈ C(Rn × [a, b];Rn) and x ∈ C1([a, b];Rn) solves x = f(x) in [a, b]with initial value x(a) = x0. Define
 K(R) := max|x−x0|6R,t∈[a,b]
 |f(x, t)|.
 Assume that there exists R > 0 such that
 (b− a)K(R) < R.
 Show that x ∈ D(K(R)), i.e.,
 |x(t)− x0| ≤ K(R)(t− a) ∀ t ∈ [a, b].
 Consequently, there exists a unique solution to the IVP.Hint: Defined T := supt ∈ [a, b] | |x(s) − x0| ≤ R ∀ s ∈ [a, t]. Then |f(x(s), s)| ≤ K(R) for
 all s ∈ [0, T ]. It then follows that |x(t)−x0| ≤ | ∫ t
 af(x(s), s)ds| ≤ K(R)(b− a) < R for all t ∈ [0, T ].
 We must have T = b since otherwise the continuity and |x(T )− x0| < R implies |x(t)− x0| ≤ R in[T, T + ε] for some ε > 0,contradicting the definition of T . Hence, ‖x(t)− x0| ≤ R for all t ∈ [a, b].
 Exercise 1.16 (The Classical Picard Iteration). Let M and L be constants defined by
 M = maxt∈[a,b]
 |f(x0, t)|, L = supt∈[a,b],x6=y
 |f(x, t)− (y, t)||x− y| .
 Show that the sequence xn from the Picard’s iteration starting from x0 ≡ x0 satisfies
 |xn(t)− xn−1(t)| ≤ MLn−1(t− a)n
 n!∀n ∈ N, t ∈ [a, b],
 |xn(t)− x(t)| ≤ MeL(t−a)Ln(t− a)n+1
 (n + 1)!∀n ∈ N, t ∈ [a, b].
 Exercise 1.17. Consider the Picard’s iteration xn with x0 ≡ 1 for the initial value problem
 x = x, x(0) = 1.
 Show that for n ≥ 1, xn is the Taylor polynomial of the solution x(t) = et.
 Exercise 1.18. Consider the initial value problem
 x(t) = t2 + x2, x(0) = 0.
 1. Applying the existence theorem show that there exists a unique solution x ∈ C([0, 4√
 21/4])satisfying 0 ≤ x(t) ≤ Kt3 with K = 2/3 and all t ∈ [0, 4
 √21/4].
 2. Denote x1 = x( 4√
 21/4). Applying the Picard theorem for the new initial value problem x(t) =t2 +x2 with initial value x( 4
 √21/4) = x1 show that there is a solution on [ 4
 √21/4, 4
 √21/4+ 1
 9 ].
 Consequently, the original problem has a unique solution [0, 4√
 21/4 + 19 ]
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 3. Set x0(t) ≡ 0. Find the first three Picard’s iteration xn defined by
 xn(t) = T[xn−1](t) :=∫ t
 0
 s2 + x2n−1(s)ds, n ∈ N.
 4. Show that for each integer n, xn is a polynomial of degree 2n+1 − 1. Suppose we write thesolution in its series expansion
 x(t) =∞∑
 n=0
 antn.
 Show that the first 4n+2 coefficients of the polynomial xn are a0, a1, · · · , a4n+2. [Hint: Writingxn − x =
 ∑∞i=1+sn
 citi show that sn+1 = 4 + sn.
 5. Suppose |x(t)| 6 Kt3 for all t ∈ [0, b]. By taking L(s) = 2Ks3 show that
 |xn(t)− x(t)| ≤ Kn+1
 2nn!t4n+3 ∀ t ∈ [0, b], n ∈ N.
 6. Fix an arbitrary b ∈ (0, π/2). Consider the set
 D := x ∈ C([0, b]) | 0 ≤ x(t) ≤ tan t ∀ t ∈ [0, b].
 Show that T maps D to D and hence has a unique fixed point in D. Consequently, the initialvalue problem has a solution in [0, π/2).
 Exercise 1.19. Show that the following problem
 x =√|t|+ |x|+ sin t ∀ t ∈ R, x(0) = 0
 has a unique solution in C1(R;R).[For the existence of the solution in (−∞, 0], consider the function y(t) := x(−t), t ∈ [0,∞).]
 Exercise 1.20 (Separation of Variables). Suppose f ∈ C(R; [1,∞)) and g ∈ C(R;R). Show thatthe following initial value problem
 x(t) =g(t)f(x)
 ∀t ∈ R, x(0) = 0
 admits a unique solution and the solution is implicitly given by
 ∫ x(t)
 0
 f(y)dy =∫ t
 0
 g(s)ds.
 Hint: Let x be an arbitrary solution. Define ψ(t) :=∫ x(t)
 0f(y)dy − ∫ t
 0g(s)ds. Show that
 ψ(0) = 0 and ψ(t) = 0 for all t ∈ (a, b) so that ψ = 0.
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 Exercise 1.21. Let (X, ‖ · ‖) ba a Banach space and u ∈ C([a, b];X). Show that f(·) is Riemannintegrable and
 d
 dt
 ∫ t
 a
 u(s) ds = u(t) ∀ t ∈ [a, b],
 ∥∥∥∫ b
 a
 u(s)ds∥∥∥ ≤
 ∫ b
 a
 ∥∥∥u(s)∥∥∥ds .
 As an application, show that for any constant p ≥ 1, open domain Ω ⊂ Rn and continuous mapf : t ∈ [a, b] → f(t, ·) ∈ C(Ω;R),
 ( ∫
 Ω
 ∣∣∣∫ b
 a
 f(s, x)ds∣∣∣p
 dx)1/p
 ≤∫ b
 a
 ( ∫
 Ω
 |f(s, x)|pdx)1/p
 ds.
 Hint: (i) For n ∈ N let h = (b−a)/n, Sn =∑n
 i=1 u(a+ih)h(b−a) and Inj = [a+(i−1)h, a+ih].
 Then for m > n,
 ‖Sn − Sm‖ ≤n∑
 i=1
 m∑
 j=1
 ‖u(a + i(b− a)/n)− u(a + j(b− a)/m)‖ measure(Ini ∩ Im
 j )
 ≤ (b− a)ω([b− a]/n), ω(δ) := max|t−s|≤δ,a6t,s6b
 ‖u(t)− u(s)‖.
 Since u : [a, b] → X is uniformly continuous, limδ0 ω(δ) = 0. One sees that Snn∈N is a Cauchysequence, so there exists v ∈ X such that limn→∞ Sn = v.
 (ii) Let P = t0, · · · , tk be a partition. Set Ij = [tj−1, tj ]. Any Riemann sum S(P,u) associatedwith P satisfies
 ‖S(P,u)− Sn‖ ≤n∑
 i=1
 k∑
 j=1
 ‖u(a + i(b− a)/n)− u(τj))| measure(Ini ∩ Ij)
 ≤ (b− a)ω([b− a]/n + |P |).
 Sending n →∞ we have ‖S(P,u)− v‖ ≤ (b− a)ω(|P |). This implies that lim|P |→0 S(P,u) = v.
 (iii) In the Riemann sum,
 ‖Sn‖ ≤n∑
 i=1
 ‖u(a + (b− a)i/n)‖ (b− a)/n.
 Sending n →∞ one obtains ‖v‖ ≤ ∫ b
 a‖u(s)‖ds since ‖u(·)‖ : s ∈ [a, b] → ‖u(s)‖ ∈ R is a continuous
 function from [a, b] → R so the right-hand side approaches∫ b
 a‖u(s)‖ds as n →∞.
 Exercise 1.22. 1. Prove Theorem 1.4.
 2. Show that for every bounded sequence x0i j∈Z, there exists a unique solution xj(·)j∈Z ∈
 C(R;RN) solving
 d
 dtxj(t) = xj+1(t) + xj−1(t)− 2xj(t) ∀ t ∈ R, xj(0) = x0
 j ∀ j ∈ Z.
 Hint: Set X = RZ with ‖xj‖ := supj |xj | and apply the general system of odes.
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 3. Let X = C([0, 1];R), u0 ∈ X and K ∈ C([0, 1]2;R). Show that there exists a unique solutionu ∈ C1([0,∞);X) to
 d
 dtu(t, ·) = −u(t, ·) +
 ∫ 1
 0
 K(·, y)u(t, y)dy in X ∀ t > 0, u(0, ·) = u0(·).
 Suppose K ≡ 1. Find explicitly the solution when (i) u0(x) = sin(2πx), (ii) u0(x) = sin(πx).[Hint; Find the equation for λ(t) :=
 ∫ 1
 0u(x, t)dx.]
 In conventional notation, the equation can be written as
 ∂u(t, x)∂t
 = −u(x, t) +∫ 1
 0
 K(x, y)u(t, y)dy ∀x ∈ [0, 1], t > 0, u(0, x) = u0(x) ∀x ∈ [0, 1].
 That u ∈ C1([0,∞);X) means both u and ut are continuous functions.
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 1.4 Equicontinuity
 This section is a theoretical preparation for another method used to show the existence of a solutionto (1.2).
 A metric space is a set S equipped with a distance function d satisfying
 1. positivity and symmetry: d(x, x) = 0 < d(x, y) = d(y, x) for any x, y ∈ S with x 6= y;
 2. triangular inequality: d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈ S.
 A typical example of a metric space is the unit sphere S2 in R3 where distance is the usual R3
 Euclidean distance (or the arclength of geodesic). Elements in a metric space are typically calledpoints, instead of vectors, since addition of points are not necessarily defined.
 In a metric space (S, d), an open ball, centered at a with radius r is defined by
 B(a; r) := x ∈ S | d(x, a) < δ.
 A sequence xnn∈N of points in a metric space S is called a Cauchy sequence if
 limm,n→∞
 d(xn, xm) = 0.
 A metric space is called complete if every Cauchy sequence has a limit; i.e. for every Cauchysequence xn, there exists x ∈ S such that
 limn→∞
 d(x, xn) = 0(denoted by lim
 n→∞xn = x
 ).
 A set in a metric space (S, d) is called (sequentially) precompact if every sequence in the setcontains a Cauchy subsequence. A set is called compact1 if it is precompact and the limit of everyCauchy sequence in the set exists and lies in the set.
 Example 1.21. In Rn, a set is precompact if and only if it is bounded; a set is compact if and onlyif it is bounded and closed.
 Example 1.22. For a vector space where vectors can be added and scaled to form linear combina-tions, a norm, ‖ · ‖, can be introduced to make the vector space a normed space. In a normed space,a default distance is
 d(x, y) = ‖x− y‖.
 Thus a normed space is automatically a metric space.
 1An alternative definition is the following: In a topological space, a set is called compact if every open coveringcontains a finite subcovering.
 Here an open covering for S refers to a collection Oαα∈A of open sets such that S ⊂ ∪α∈AOα.
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 Let (X, dx) and (Y, dy) be two metric spaces and Ω be a subset of X. Consider a functionu : x ∈ Ω → u(x) ∈ Y. Given any a ∈ Ω, u (restricted on Ω) is called continuous at a if
 limx∈Ω, dx(x,a)→0
 dy(u(x), u(a)) = 0.
 That is, for every ε > 0, there exists δ > 0 such that as long as the distance from a to x in Ω is less
 than δ, the distance from u(a) to u(x) is less than ε.
 A function is called continuous on Ω if it is continuous at every point in Ω.
 Though continuity is an abstract concept, its degree of continuity can be quantified.
 For each a ∈ Ω, the function ωa(u; ·) : [0,∞) → [0,∞] is defined by
 ωa(u; δ) = supx∈Ω,dx(x,a)≤δ
 dy(u(a), u(x)) ∀ δ ≥ 0.
 Then, u being continuous at a is equivalent to
 limδ0
 ωa(u; δ) = 0.
 As the point a varies in Ω, the rate of convergence of ωa(u; δ) → 0 as δ → 0 maybe different.For uniformity we introduce
 ω(u; δ) = supa∈Ω
 ωa(u; δ) = supa,x∈Ω, dx(a,x)≤δ
 dy(u(a), u(x)).
 The quantity ω(u; δ) measures the maximal possible distance of the images under the map u fromany two different points of distance no more than δ.
 The function δ ∈ [0,∞) → ω(u; δ) ∈ [0,∞] is called the modulo of continuity of u (on Ω). Afunction u : Ω → Y is called uniformly continuous if
 limδ0
 ω(u; δ) = 0.
 Now consider a family uαα∈A of functions where α is an index and A is an index set.Suppose each function in the family is uniformly continuous. Then each function uα in the
 family has a modulo of continuity function ω(uα; ·). The modulo of continuity of the family isdefined by
 ω(uα; δ) := ω(uαα∈A; δ) := supα∈A
 ω(uα; δ).
 A family uαα∈A of functions from a subset Ω of a metric space (X, dx) to another metricspace (Y, dy) is called equicontinuous if
 limδ0
 ω(u; δ) = 0.
 Given two functions u and v from Ω to Y, we can define their distance by
 dist(u, v) := supx∈Ω
 dy(u(x), v(x)).
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 Under this distance, any class of functions from Ω ⊂ X to Y form a metric space. In this metricspace, we can define Cauchy sequences. In many applications, the following theorem proves to bevery useful.
 Theorem 1.5 (Ascoli-Arzera Theorem). Let Ω be a precompact subset of a metric space (X, dx),B be a compact subset of another metric space (Y, dy), and unn∈N be a family of functions fromΩ to B. If the family unn∈N is equicontinuous, then there exists a subsequence uni
 ∞i=1 and acontinuous function u : Ω → B such that as i →∞, uni
 → u uniformly on Ω; that is,
 limi→∞
 dist(uni, u) = 0.
 In the special case when both X and Y are finite dimensional real vector spaces, the Ascoli-Arzela theorem can be stated as follows:
 Every uniformly bounded and equicontinuous sequence of functions from a bounded set in Rn
 to Rm contains a subsequence that converges uniformly to a continuous function.
 A useful variation of the Ascoli-Arzela theroem is the following:
 Ascoli-Arzela Theorem. Every family of continuous function from a closed bounded D ⊂ Rm
 to Rn is precompact in C(D;Rn) if and only if it is uniformly bounded and equicontinuous family.
 Clear, the if part is a consequence of Theorem 1.5 and the definition of precompact. We leavethe only if part as an exercise.
 Proof of Theorem 1.5. 1. Since Ω is precompact, there is a countable set xk∞k=1 in Ω thatis dense in Ω; namely, for every ε > 0 and x ∈ Ω, there is xk such that dx(x, xk) < ε; in short,
 Ω ⊂⋂ε>0
 ∞⋃
 k=1
 B(xk; ε).
 We now use a mathematical induction to define a sequence N(xk)∞k=1 where N(xk) = nki ∞i=1
 is a strictly monotone increasing integer sequence having the following properties:(i) N(xk+1) ⊂ N(xk) ⊂ N for all k ≥ 1 (i.e. N(xk+1) is a subsequence of N(xk));(ii) For each k ≥ 1, there exists u(xk) ∈ B such that
 limi→∞
 unki(xk) = u(xk).
 First consider k = 1. Since un(x1)n∈N is a sequence in B and B is compact, there exists aconvergent subsequence. We denote the subsequence by N(x1) = n1
 i ∞i=1 and the limit by u(x1).Suppose for some k ≥ 1, we have constructed u(xk) and N(xk) = nk
 i ∞i=1. Consider thesequence unk
 i(xk+1)∞i=1. This is a sequence in the compact set B so contains a subsequence, which
 we denote by N(xk+1) = nk+1i ∞i=1, that converges to a limit, which we denote by u(xk+1) ∈ B.
 Hence, by the mathematical induction, we complete the construction of the sequence N(k)∞k=1
 of monotone increasing sequences of integers.
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 We illustrate the sequences by the following:
 N : 1, 2, 3, · · · , k, · · ·N(x1) : n1
 1, n12, n1
 3, · · · , n1k, · · · un1
 j(x1) → u(x1) as j →∞,
 N(x2) : n21, n2
 2, n33, · · · , n2
 k, · · · un2j(x2) → u(x2) as j →∞,
 N(x3) : n31, n3
 2, n33, · · · , n3
 k, · · · un1j(x1) → u(x1) as j →∞,
 ......
 ......
 . . ....
 ......
 N(xk) : nk1 , nk
 2 , nk3 , · · · , nk
 k, · · · unkj(xk) → u(xk) as j →∞,
 · · · · · · · · · · · · · · ·
 It is important to note that N(xk+1) is a subsequence of N(xk) ⊂ N.
 2. Now consider the sequence nii∞i=1, called the diagonal subsequence of the sequence
 of sequences nki ∞i=1 ∞k=1. Since N ⊃ N(1) ⊃ N(2) ⊃ · · · , for each integer k, ni
 ii≥k is asubsequence of N(k) = nk
 i ∞i=1, so that
 limi→∞
 unii(xk) = lim
 i→∞unk
 i(xk) = u(xk).
 3. Next we show that the family unii∞i=1 converges uniformly on Ω to a continuous function.
 Let ε > 0 be an arbitrary constant. Since unn∈N is equicontinuous, there exists δ > 0 suchthat
 ε > ω(un; δ) := supi∈N
 ω(ui, δ) = supi∈N
 supx,a∈Ω,dx(x,a)≤δ
 dy(ui(x), ui(a)).
 Since Ω is precompact, it can be covered by finitely many balls of radius δ/2. As xk is densein each of these balls, there is a finite integer K(δ) such that Ω ⊂ ∪K
 k=1B(xk; δ). Consequently, fromStep 2, there is a finite integer J such that
 dy(unjj(xk), u(xk)) ≤ ε ∀j ≥ J, k = 1, · · · ,K.
 Now for every x ∈ Ω, let k ∈ 1, · · · ,K be an integer such that x ∈ B(xk; δ). Then, wheneveri, j ≥ J , by the triangular inequality
 dy(unii(x), unj
 j(x)) ≤ dy(uni
 i(x), uni
 i(xk)) + dy(uni
 i(xk), u(xk))
 +dy(u(xk), unjj(xk)) + dy(unj
 j(xk), unj
 j(x)) ≤ 2ω(δ) + 2ε ≤ 4ε.
 Since x is arbitrary,
 dist(unii, unj
 j) := sup
 x∈Ωdy(unj
 j(x), uni
 i(x)) ≤ 4ε ∀ i, j ≥ J.
 This implies that unii∞i=1 is a Cauchy sequence of continuous functions; that is,
 lim supi,j→∞
 dist(unii, unj
 j) = 0.
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 Finally, since B is compact, for each fixed x ∈ Ω, the sequence unii(x)∞i=1 is a Cauchy sequence
 which converges to a limit, denoted by u(x). Note that
 limi→∞
 dist(unii, u) = lim
 i→∞supx∈Ω
 limj→∞
 dy(unii(x), unj
 j(x))
 ≤ limi→∞
 supx∈Ω
 limj→∞
 dist(unii, unj
 j)
 = limi→∞
 limj→∞
 dist(unii, unj
 j) ≤ lim
 i,j→∞dist(uni
 i, unj
 j) = 0.
 Thus as i →∞, unii→ u, uniformly on Ω. Finally, one can show that
 ω(u; δ) ≤ ω(un; δ) ∀ δ > 0.
 This shows that u is uniformly continuous on Ω. This completes the proof.
 SUMMARY
 1. In measuring how close two points are, distance needs to be defined. This originates theintroduction of metric spaces. The set of functions from an arbitrary set to a metric space isalso a metric space; the metric measures how far the images of different functions are.
 To measure the continuity of a function, both the definition domain and image domain has tobe metric spaces.
 2. Different from vectors, without proper definition, points cannot be added or scaled. Similarly,when the image metric space is not a vector space, functions cannot be added or scaled.
 Consequently, it is a highly non-trivial and indeed a very difficult task to define derivatives forfunctions between metric spaces.
 3. The modulo of continuity is a quantitative way of measuring how continuous a function is; itbounds the maximal oscillation of a function in a ball of any given radius.
 4. The Ascoli-Arzela theorem asserts that a sequence of equicontinuous function from precompactset to compact set admits a uniformly convergent subsequence.
 Exercise 1.23. Let u : Ω → Y and for B ⊂ Ω denote u(B) = u(x) | x ∈ B. Show that
 ωa(u; δ) = inf
 r > 0 | u(Ω ∩B(a; δ)) ⊂ B(u(a); r)
 ∀ a ∈ Ω, δ > 0.
 Exercise 1.24 (Modulo of Continuity).
 1. For the function t ∈ R→ sin t, show that its modulo of continuity is given by
 ω(δ) := sup|t−s|≤δ
 | sin t− sin s| =
 2 sin δ2 when δ ∈ [0, π],
 2 when δ ∈ [π,∞).
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 2. For each n ∈ N, find the modulo, ωn(·), of continuity of the function t ∈ R→ sin(nt).
 3. Show that in C(R), the family sin(nt)∞n=1 is not equicontinuous.
 4. Show that the family n−1/2 sin(nt)∞n=1 is equicontinuous. Also find the modulo ω of continuityof the family defined by
 ω(δ) := supn≥1
 sup|s−t|≤δ
 | sin(nt)− sin(ns)|√n
 ∀ δ > 0.
 Exercise 1.25. Show that in a metric space, the limit of a Cauchy sequence, if it exists, is unique.
 Exercise 1.26. Consider the function
 u(t) =∞∑
 n=1
 sin(n3t)n2
 ∀ t ∈ R.
 (1) Show that u is continuous and periodic with period 2π.(2) Show that for any t, s ∈ R ,
 |u(t)− u(s)| ≤ |t− s|m∑
 n=1
 n +∞∑
 n=m+1
 2n2
 ≤ m2|t− s|+ 2m
 ∀m ∈ N,
 |u(t)− u(s)| ≤ 5|t− s|1/3.
 Exercise* 1.27. Assume that x, xi∞i=1 ∈ C([0, 1];Rm) and limn→∞ ‖x − xn‖ = 0. Show thatxii∈N is bounded and equicontinuous.
 Exercise* 1.28. Let Ω be an open set in Rn and x : Ω → Rm be uniformly continuous. Show thatx can be extended uniquely to a continuous function on Ω, the closure of Ω.
 Is the conclusion still true if the condition uniform continuous is replaced by just continuous?
 Exercise* 1.29 (Countable Dense Set).
 1. Show that every precompact set can be covered by finitely many open balls of fixed radius ε > 0.
 2. Show that every precompact set contains a countable dense subset.
 [Hint: (1) Otherwise construct a sequence xi such that |xi − xj | ≥ ε/2 for all i < j. (2) Take theunion of xε
 iN(ε)i=1 for all ε = 2−n, n ∈ N.]
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 Exercise* 1.30. 1. Show that C0([0, 1]) consists of all continuous functions on [0, 1]; that is,
 (i) the limit of a ‖ · ‖0 norm Cauchy sequence of C∞ functions is a continuous function,
 (ii) every continuous function is the ‖ · ‖0 norm limit of a Cauchy sequence of C∞ functions.
 2. Show that (Cm,α(Ω), ‖ · ‖m,α) is a Banach space.
 3. Show that if u ∈ C0,α(Ω) for some α ∈ (0, 1],
 ω(u; δ) ≤ [u]αδα ∀ δ ≥ 0.
 4. Suppose Ω ∈ Rn is bounded and convex. Show that
 ‖ · ‖0,1 ≤ ‖ · ‖1 ≤ n‖ · ‖0,1
 Also show that C0,1([0, 2π]) is not the completion of C∞(R) under the norm ‖ · ‖0,1 = ‖ · ‖1.[Hint: The function u : t ∈ [0, 2π] → u(t) := | sin t| is in C0,1[0, 2π]) but not in C1([0, 2π]).]
 5. Show that if m + α > m′ + α′ then every bounded set in Cm,α([0, 1]) is precompact inCm′,α′([0, 1]).
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 1.5 Euler’s Method
 Now we go back to consider the initial value problem
 x(t) = f(x(t), t) ∀ t ∈ [a, b], x(0) = x0.
 For simplicity, f is assumed to be continuous on Rn × [a, b] and bounded: For some K > 0,
 |f(x, t)| ≤ K ∀x ∈ Rn, t ∈ [a, b].
 We consider the Euler’s forward scheme for numerical solutions of the ode.
 1. Fix an integer N ∈ N, the interval [a, b] is divided into N subintervals of equal length. Thepartition points are denoted by
 Ph := t0, t1, · · · , tn, ti := a + ih ∀ i = 0, 1, · · · , N, h :=b− a
 N.
 2. The value xh(ti) of the approximate solution on the mesh point ti is obtained by theapproximation equation
 xh(ti)− xh(ti−1)ti − ti−1
 = f(xh(ti−1), ti−1).
 That is, xh(ti)Ni=0 is obtained via the iterative procedure
 xh(t0) = x0, xh(ti) = xh(ti−1) + (ti − ti−1) f(xh(ti−1), ti−1) ∀ i = 1, · · · , N.
 3. On the x-t space the points (xh(ti), ti)Ni=0 are connected by line segments. The resulting
 continuous piecewise linear curve represents a piecewise linear function xh ∈ C([a, b];Rn) which canbe expresses as
 xh(t) = xh(ti−1) + (t− ti−1)f(xh(ti−1), ti−1) ∀t ∈ [ti−1, ti], i = 1, · · · , N.
 Note that the numerical approximate solution xh can also be expressed as
 xh(t) = x0 +∫ t
 0
 f(xh(s), s)ds ∀t ∈ [a, b] (1.8)
 where xh is a piecewise constant function defined by
 ( xh(t), t ) = ( xh(ti−1), ti−1 ) ∀t ∈ [ti−1, ti), i = 1, · · · , N + 1.
 Now consider the family x1/N∞N=1. We know the following:
 (i) The family is uniformly bounded. Indeed, since |f | ≤ K, it is easy to see that
 ‖x1/N‖ ≤ |x0|+ K[b− a].
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 (ii) The family is equi-continuous; namely,
 limδ0
 supN≥1
 supa≤t<s≤b,s−t≤δ
 ∣∣∣x1/N (s)− x1/N (t)∣∣∣ = 0.
 Indeed, we can see that x1/N is Lipschitz continuous with Lipschizt constant K:
 |x1/N (t)− x1/N (s)| ≤ K|t− s| ∀N ≥ 1, t, s ∈ [a, b].
 Hence,
 supa≤t<s≤b,s−t≤δ,N≥1
 ∣∣∣x1/N (s)− x1/N (t)∣∣∣ ≤ Kδ ∀δ > 0.
 Thus by the Arzela-Ascoli Theorem, there exists a function x ∈ C([a, b];Rn) and an integersequence Nj∞j=1 such that limj→∞Nj = ∞ and with hj = 1/Nj ,
 limj→∞
 ‖xhj − x‖ = 0.
 Now we show that x is a solution to the initial value problem. For this, we consider (1.8).Observe that
 supt∈[a,b]
 |xh(t)− xh(t)| = max1≤i≤N
 |xh(ti)− xh(ti−1)| ≤ Kh.
 It then follows that
 limj→∞
 supt∈[a,b]
 |xhj (t)− x(t)| = 0.
 Consequently, since f is continuous, we have
 limj→∞
 ∫ t
 0
 f(xhj (s), s) ds =∫ t
 a
 f(x(s), s) ds uniformly in t ∈ [a, b].
 Thus, setting h = hj in (1.8) and sending j →∞ we obtain
 x(t) = x0 +∫ t
 a
 f(x(s), s) ds ∀ t ∈ [a, b].
 In summary, we have the following existence result:
 Theorem 1.6 (Local Existence). Assume that f : Rn × [a, b] → Rn is continuous and bounded.Then for any x0 ∈ Rn, the following initial value problem
 x(t) = f(x(t), t) ∀t ∈ [a, b], x(0) = x0
 has at least a solution x ∈ C1([a, b];Rn).
 Different from using the contracting mapping theorem, here we do not need any Lipschitzcontinuity of the function f ; the trade-off is that we do not have uniqueness.
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 Example 1.23. Consider the initial value problem
 x(t) =√|x(t)| cos
 1x(t)
 − sin t ∀ t ∈ [0, b], x(0) = 0.
 Note that the function f : (x, t) → f(x, t) =√|x| cos 1
 x − sin t is continuous but not bounded. Toapply the theorem, we use a truncation technique.
 Let M be a positive constant to be determined. Consider the function
 fM (x, t) :=Mf(x, t)
 maxM, |f(x, t)| =
 M if f(x, t) > M,f(x, t) if |f(x, t)| ≤ M,−M if f(x, t) < −M,
 ∀x ∈ R, t ∈ [0, b].
 This function fM is continuous and bounded. Now consider the initial value problem
 xM (t) = fM (xM (t), t), xM (0) = 0.
 By Theorem 1.6, there exists (at least) a solutio xM ∈ C1([0, b]). The solution satisfies
 xM (t) = fM (xM (t), t) ∈ [−M,M ]
 so that
 |xM (t)| ≤ Mt ≤ Mb ∀t ∈ [0, b].
 Consequently,
 |fM (xM (t), t)| ≤√
 Mb + 1 < M ∀ t ∈ [0, b]
 provided that we take
 M = 4(b + 1).
 With such M , we find that fM (xM (t), t) = f(xM (t), t), so that x := xM is a solution to theoriginal problem.
 SUMMARYAlthough rarely used in actual numerical simulation because of its slow convergence, Euler’s
 method is simple, straightforward, and elegant; most importantly, it has a unique feature that it canbe used theoretically to show the existence of a solution to IVP, by using analytic tools such as theAscoli-Arzela theorem.
 Exercise 1.31. For h = 1/2 and h = 1/4 respectively, draw the Euler’s solution xh(t), t ∈ [0, 1], forthe following initial value problems:
 (i) x = x, x(0) = 1, (ii) (x, y) = (y,−x), (x(0), y(0)) = (0, 1).
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 Exercise 1.32 (Modified Euler’s Approximation).Assume that f : (x, t) ∈ Rn× [a, b] → f(x, t) ∈ Rn is bounded and measurable. Also assume that
 for each t ∈ [a, b], f(·, t) is continuous on Rn. For every h > 0, consider the function xh defined by
 xh(t) = x0 ∀t ∈ [a− h, a), xh(t) = x0 +∫ t
 a
 f(xh(s− h), s) ds ∀ t ∈ [a, b].
 1. Show that the xh is well-defined and in C([a− h, b];Rn).
 Also, for h = 1/3, describe and sketch xh(·) on [h, 1] for the IVP x = x with x(0) = 0.
 2. Show that the family xh0<h<1 is uniformly bounded and equicontinuous in C([a, b];Rn).
 3. Show that a subsequence of xh0<h<1 converges uniformly to a limit x ∈ C([a, b];Rn) whichsolves the initial value problem (1.2) in the sense of (1.3).
 Exercise 1.33. The function x(t) = et is the exact solution to the initial value problem
 x(t) = x(t) ∀t ∈ [0, 1], x(0) = 1.
 1. Let xh be the numerical solution from the Euler’s method with mesh size h = 1/N and meshpoint ti = ih. Show that
 xh(ti) = (1 + h)i =
 (1 + h)1/hti
 , i ∈ N.
 In particular, for small h = 1/N ,
 xh(1) = (1 + h)1/h = exp( ln(1 + h)
 h
 )=
 1− h
 2+ O(h2)
 e, 1− xh(1)
 x(1)≈ h
 2.
 To obtain an 10−8 accuracy, we need to take at least N = 50, 000, 000.
 We remark that with a 16 digits computer hardware accuracy, numerical round-off error canbe as large as 10−8 in performing 108 calculations; even worse is the magnification of earlierround-off errors in later calculations.
 2. (Trapezoid Rule) The trapezoid rule approximates an integral by∫ ti+1
 ti
 f(x, t)dt ≈ h
 2
 f(xi, ti) + f(xi+1, ti+1)
 .
 Show that this approximation leads to the iteration
 x0 = 1, xi =1 + h/21− h/2
 xi−1 ∀ i ∈ N,xh(1)x(1)
 − 1 ≈ h2
 12.
 To obtain an 10−8 accuracy, we need only take N = 3, 000.
 3. Show that the nth Picard’s iteration is given by xn(t) =∑n
 i=0ti
 i! . Consequently,
 ‖x− xn‖ := maxt∈[0,1]
 |x(t)− xn(t)| ≤ 3(n + 1)!
 ∀n ∈ N, ‖x− x11‖ ≤ 10−8.
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 Exercise* 1.34 (Sensitive Dependence). Consider the Euler scheme for x = 2√|x| with x(0) =
 0: For small h > 0, define
 xh(0) = δ0, xh(nh) = xh([n− 1]h) + 2√|xh([n− 1]h)| h + δn ∀n ∈ N
 where δn is numerical error satisfying |δn| ≤ δ(h) for all n > 1 and some δ(h) ∈ (0, h2].(1) Show that if δn = 0 for all n > 0, then xh ≡ 0.(2) Show that if δ0 = h2, then with linear interpolation, limh→0 xh(t) = t2 for all t ∈ [0, 1].Hint: First show that xh(ih) ≥ (i + 1)h2 for all integer i > 0. Then use
 √xh(ih)− h +
 √xh([i− 1]h) =
 δi − h2
 √xh(ih) +
 √x([i− 1]h) + h
 to derive that
 0 6 (k + 1)h−√
 xh(kh) =k∑
 i=1
 h2 − δi√xh(ih) +
 √x([i− 1]h) + h
 ≤ h
 k∑
 i=1
 1√i + 1 +
 √i + 1
 .
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 1.6 Schauder’s Fixed Point Theorem
 In this section we consider again the equation for a fixed point of a map T. We introduce thefollowing powerful fixed point theorem.
 Theorem 1.7 (Schauder’s Fixed Point Theorem). Assume that (X, ‖ · ‖) is a Banach space,D is a convex2, closed, and bounded subset of X. Suppose T : D → X is a map having the followingproperties:
 1. T is continuous on D; i.e.
 limx∈D,‖x−a‖→0
 ∥∥∥T[x]−T[a]∥∥∥ = 0 ∀ a ∈ D.
 2. T is compact3; i.e. T[D] := T[x] | x ∈ D is precompact.
 3. T maps D into itself; i.e. T[D] ⊂ D.
 Then there exists at least an x ∈ D such that T[x] = x.
 In short, the Schauder’s fixed theorem can be remembered as follows:
 A compact continuous map from a convex closed bounded set into itself admits a fixed point.
 A variance of the Schauder’s fixed point theorem is the following:
 Schauder’s Fixed Point Theorem: A continuous map that maps a compact convex set of a
 Banach space to itself admits at least a fixed point.
 Let’s see a few applications of the fixed point theorem.
 Example 1.24. Let f, g ∈ C(R2;R) be two bounded functions. Consider the algebraic system
 x = f(x, y), y = g(x, y).
 This two by two system admits at least one solution. Indeed, let R be a constant such that |f(x, y)|2+|g(x, y)|2 6 R2 for all (x, y) ∈ R. Consider the set D = (x, y) | x2 + y2 6 R2 and the mapf : (x, y) ∈ D → f(x, y) := (f(x, y), g(x, y)). Then f is continuous and maps D to D. Since D iscompact, f is also a compact mapping. Hence, by the Schauder fixed point theorem, there exists atleast one fixed point of f in D. Such a fixed point clearly provides a solution to the algebraic systemto be solved.
 2A set S is called convex if x, y ∈ S implies tx + (1− t)y ∈ S for all t ∈ (0, 1).3A map is called compact if it maps any bounded set into a precompact set.
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 Example 1.25. Consider a fixed point x = T[x] where T is defined in (1.4).Assume that f(x, t) is measurable in (x, t) and continuous in x. Also assume that there exists
 K > 0 such that
 ‖f(x(·), ·)‖ ≤ K ∀x ∈ D := x ∈ C([a, b];Rn) | ‖x(t)− x0‖ ≤ K(b− a).
 By the assumption, T maps D into itself. Since every T[x], x ∈ D, is Lipschitz continuous withLipschitz constant K, the family T[x]x∈D is equi-contonuous, so T[D] is precompact. Finally,since f(x, t) is continuous in x, we see that T is continuous. Hence, by the Schauder fixed pointtheorem, T admits at least a fixed point, which gives a solution to the initial value problem.
 Example 1.26. Consider the “eigenvalue problem”: Find λ ∈ R and u ∈ C1([0, 1];R) such that
 u = f(u, t)− λ in (0, 1), u(0) = u(1) = 0
 where f(·) is a known bounded continuous function. We can use the Schauder’s fixed point theoremto establish the existence.
 Note that λ =∫ 1
 0f(u(s), s)ds. Hence, a solution can be obtained from a fixed point of the map
 T[u](t) =∫ t
 0
 f(u(s), s)ds− t
 ∫ 1
 0
 f(u(s), s)ds ∀t ∈ [0, 1].
 Assume that ‖f‖ ≤ M . Consider the set
 D := u ∈ C([0, 1]) | ‖u‖ ≤ 2M.
 One can verify that T is a continuous and compact map that maps D into itself. Hence, it admitsat least a fixed point, which gives a solution to our problem.
 The Schauder’s fixed theorem is very powerful in establishing theoretically the existence of asolution. The draw back is that it does not provide any method towards obtaining such a solution.
 To prove the Schauder’s fixed point theorem, we quote without proof the famous Brower’s fixedpoint theorem.
 Brower’s Fixed Point Theorem: In a finite dimensional normed vector space, a continuous
 function from a closed unit ball into itself admits a fixed point.
 We remark that by a continuous deformation, the unit ball in the theorem can be replacedby any closed bounded domain in which any curve can be deformed continuously into a point. Inparticular, it can be replaced by a convex polygon. A torus, on the other hand, is not applicable.
 Proof of Theorem 1.7. Fix any integer n ≥ 1 and set ε = 1/n. Since T[D] is precompact, thereexists a finite integer k = k(ε) and points xik
 i=1 in T[D] such that T[D] ⊂ ∪ki=1B(xi, ε).
 Let Vn be the minimal convex polygon that contains x1, · · · , xk. Then Vn is finite dimensional.Since D is convex, Vn ⊂ D. Let Pn : T[D] → Vn be a continuous function having the property that‖Pnx− x‖ ≤ ε for all x ∈ T[D]. (Here we omit the existence proof of such a projection.)
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 Consider the map Tn = PnT. It maps Vn to itself. Hence, by Brower’s fixed point theorem,there exists yn ∈ Vn such that yn = PnT[yn]. As ‖Pnx − x‖ ≤ ε for all x ∈ T[D], ‖yn −T[yn]‖ =‖PnT[yn]−T[yn]‖ ≤ ε = 1/n.
 Consider the sequence T[yn]∞n=1. Since T[D] is precompact, there exists a subsequence, whichwe still denote by T[yn] itself, such that limn→∞T[yn] = z for some z ∈ D. As ‖yn−T[yn]‖ ≤ 1/n,by continuity, limn→∞ yn = limn→∞T[yn] = z and T[z] = limn→∞T[yn] = z. This completes theproof.
 SUMMARYThe Schauder’s fixed point theorem asserts that a continuous compact map from a bounded
 convex set to itself admits at least a fixed point. It is one of the most important tools in non-linearanalysis.
 Exercise 1.35. Let K ∈ C([a, b]2;R), f ∈ C(R× [a, b];R), and T : C([a, b]) → C([a, b]) be defined by
 T[x](t) :=∫ b
 a
 K(t, s)f(x(s), s) ds ∀ t ∈ [a, b], x ∈ C([a, b];R).
 Show that T is a compact operator; that is, T maps every bounded set in C([a, b]) into a pre-compact set in C([a, b]). Also show that T is continuous; that is, if limn→∞ ‖xn − x‖ = 0, thenlimn→∞ ‖T[xn]−T[x]‖ = 0.
 Exercise 1.36. Let f ∈ C(R× [0, 1];R) and K ∈ C([0, 1]× [0, 1]) be bounded functions and assumethat maxt∈[0,1]
 ∫ 1
 0|K(t, s)|ds < 1/3. Show that the following problem
 u(t) = f(u(t), t) +∫ 1
 0
 K(t, s)u(s) ds ∀t ∈ [0, 1],∫ 1
 0
 u(s)ds = 0
 admits at least one solution u ∈ C1([0, 1]).
 Exercise 1.37. Let A ∈ Mn((0,∞)), i.e. A is an n× n matrix of positive entries. Define
 ‖(x1, · · · , xn)T ‖1 :=n∑
 i=1
 |xi|, D =
 (x1, · · · , xn)T ∈ Rn | xi ≥ 0,
 n∑
 i=1
 xi = 1
 .
 Show that the map x ∈ D → Tx := Ax/‖Ax‖1 has a fixed point. If denote by x the fixed point andλ = ‖Ax‖1, then Ax = λx.
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 Exercise 1.38. Assume that f ∈ C(Rn;Rn) and that
 x · f(x) < 0 ∀x ∈ Sn−1 := x ∈ Rn | |x| = 1.
 Show that there exists x ∈ B(0; 1) such that f(x) = 0.[Hint: Show that for sufficiently small positive constant t, the map x → x + tf(x) maps B(0; 1)
 to B(0, 1) so it possesses a fixed point.]
 Exercise 1.39. Given points x1, · · · ,xn in a vector space, show that the minimal convex set thatcontains these points is the polygon given by
 V := n∑
 i=1
 tixi | (t1, · · · , tn) ∈ V
 , V := (t1, · · · , tn) ∈ Rn | t1 + · · ·+ tn = 1, ti ≥ 0 ∀i.
 Exercise 1.40. (1) Show that in a Banach space (X, ‖ · ‖) the unit ball B := x ∈ X | ‖x‖ < 1 andits closure B := x ∈ X | ‖x‖ ≤ 1 are convex sets.
 (2) On R2, define the p-norm by
 ‖(x, y)‖p =(|x|p + |y|p
 )1/p
 ∀ p ∈ [1,∞), ‖(x, y)‖∞ = max|x|, |y|.
 Describe the unit ball B for p = 1, 3/2, 2, 4,∞. Which ball is strictly convex?(3) Assume that the unit ball is strictly convex. Show that for any y 6= z,
 ‖x− 12 (y + z)‖ < max‖x− y‖, ‖x− z‖.
 Exercise 1.41. Assume that K is a convex and compact set. Prove that for each x ∈ X, there exists
 y ∈ K, ‖y − x‖ = minz∈K
 ‖z− x‖.
 Suppose the closed unit ball is strictly convex. Show that y is unique.Suppose X is a Hilbert space. Denote the map x → y by P. Show that
 ‖Px1 −Px2‖ ≤ ‖x1 − x2‖ ∀x1,x2 ∈ X.
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 1.7 Uniqueness and Gronwall’s Inequality
 In this section, we describe a powerful technique used for establishing uniqueness of solutions toinitial value problems.
 Suppose f : (x, t) ∈ Rn × [a, b] → f(x, t) ∈ Rn is continuous and having continuous partialderivatives fx(x, t). Let x = x1 and x = x2 be two C1([a.b];Rn) solutions to the initial valueproblem
 x(t) = f(x(t), t) ∀ t ∈ [a, b], x(0) = x0.
 Denote z(t) = x2(t)− x1(t) and regard z as a column vector. Then
 z(t) = f(x2(t), t)− f(x1(t), t)
 =∫ 1
 0
 d
 dθf([1− θ]x1(t) + θx2(t), t)dθ
 =∫ 1
 0
 fx([1− θ]x1(t) + θx2(t), t) dθ (x2(t)− x1(t))
 = A(t)z(t)
 where
 A(t) =(ai
 j(t))
 n×n, ai
 j(t) =∫ 1
 0
 ∂f i
 ∂xj([1− θ]x1(t) + θx2(t), t) dθ ∀ t ∈ [a, b].
 Let z∗(t) the transpose of z and set M(t) = ‖z(t)‖2 = z∗(t)z(t). Then
 M = z∗z + z∗z = z∗
 A∗ + Az ≤ Λ‖z‖2 = ΛM,
 where Λ = Λ(t) is the maximum eigenvalue of the Hermitian matric A∗(t) + A(t). Since A(·) iscontinuous on [a, b]. Λ(·) is also continuous.
 From the differential inequality M ≤ ΛM we derive that
 e−R t
 aΛ(s)ds
 M − ΛM
 ≤ 0 ⇒ d
 dt
 (e−R t
 aΛ(s)dsM(t)
 )≤ 0 ∀t ∈ [a, b].
 Thus, e−R t
 aΛ(s)dsM(t) is a non-increasing function. It then follows that
 e−R t
 aΛ(s)dsM(t) ≤ M(a) i.e. M(t) ≤ e
 R ta
 Λ(s)dsM(a) ∀ t ∈ [a, b].
 Since M(a) = 0 and M(t) ≥ 0 for all t ∈ [a, b], M(t) = 0 for all t ∈ [a, b]. Thus, x1 = x2.Hence, we have the following uniqueness result.
 Theorem 1.8 (Uniqueness). Assume that both f and fx are continuous on Rn × [a, b]. Then foreach x0 ∈ Rn, the system of differential equation x = f(x, t) subject to the initial condition x(a) = x0
 has at most one solution in C1([a, b];Rn).
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 Now suppose the space Rn that x(t) lies on is replaced by X, a generic Banach space. Since Xmay not be a Hilbert space, there may not exist z∗. To treat this general situation, we write thedifferential equation z(t) = A(t)z(t) in its integral form z(t) =
 ∫ t
 aA(s)z(s) ds and take the norm on
 both side to derive, for t ∈ (a, b),
 ‖z(t)‖ =∥∥∥
 ∫ t
 a
 A(s)z(s)ds∥∥∥ ≤
 ∫ t
 a
 ‖A(s)z(s)‖ds ≤∫ t
 a
 ‖A(s)‖ ‖z(s)‖ds,
 where ‖A(s)‖ is the norm of linear operator A defined by
 ‖A‖ = supx 6=0
 ‖Ax‖‖x‖ := sup
 ‖x‖=1
 ‖Ax‖.
 Quite often, in the study of uniqueness or a priori error estimates, we are led to the followingdifferential inequality:
 d
 dtR(t) ≤ p(t)R(t) + q(t) ∀ t ∈ [a, b] (1.9)
 or its integral form
 r(t) ≤ r(a) +∫ t
 a
 |p(s)|r(s) + q(s)
 ds ∀ t ∈ [a, b]. (1.10)
 This differential or integral inequality leads to a useful estimate called the Gronwall’s inequality.
 Theorem 1.9 (Gronwall’s Inequality). (i) Suppose R satisfies (1.9). Then
 R(t) ≤ eR t
 ap(s)dsR(a) +
 ∫ t
 a
 eR t
 sp(τ)dτq(s) ds ∀t ∈ [a, b]. (1.11)
 (ii) Suppose r satisfies (1.10). Then
 r(t) ≤ eR t
 a|p(s)|dsr(a) +
 ∫ t
 a
 eR t
 s|p(τ)|dτq(s) ds ∀t ∈ [a, b]. (1.12)
 Proof. First consider (1.9). Let P (t) =∫ t
 ap(s) ds. Then P (t) = p(t) and
 d
 dt
 e−P (t)R(t)−
 ∫ t
 a
 q(s)e−P (s)ds
 = e−P (t)
 R(t)− p(t)R(t)− q(t)
 6 0 ∀ t ∈ [a, b].
 Thus, the function e−P (t)R(t)− ∫ t
 aq(s)e−P (s)ds is non-increasing. It then follows that
 e−P (t)R(t)−∫ t
 a
 q(s)e−P (s) ds ≤ R(a)e−P (a).
 Consequently,
 R(t) ≤ eP (t)−P (a)R(a) +∫ t
 a
 eP (t)−P (s)q(s) ds .
 After substituting P (t) =∫ t
 ap(s)ds into the right-hand side, we obtain the estimate (1.11).
 Next consider (1.10). Set
 R(t) =∫ t
 a
 |p(s)|r(s) ds ∀ t ∈ [a, b].
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 Then R(a) = 0 and
 R(t) = |p(t)|r(t) ≤ |p(t)|
 r(a) + R(t) +∫ t
 a
 q(s) ds
 = |p(t)|R(t) + Q(t), Q(t) := |p(t)|[r(a) +
 ∫ t
 a
 q(s) ds].
 It then follows that, denoting P (t) =∫ t
 a|p(s)|ds,
 R(t) ≤∫ t
 a
 eP (t)−P (s)Q(s)ds
 =∫ t
 a
 eP (t)−P (s)P ′(s)[r(a) +
 ∫ s
 a
 q(τ)dτ]dτ
 = −eP (t)−P (s)[r(a) +
 ∫ s
 a
 q(τ) dτ]∣∣∣
 s=t
 s=a+
 ∫ t
 a
 eP (t)−P (s)q(s) ds
 = r(a)eP (t) − r(a)−∫ t
 a
 q(τ)dτ +∫ t
 a
 eP (t)−P (s)q(s) ds.
 Finally, substituting this estimate into
 r(t) ≤ r(a) + R(t) +∫ t
 a
 q(s) ds ∀ t ∈ [a, b]
 we obtain (1.12).
 Example 1.27. Show that the following differential integral equation admits at most one solutionx ∈ C1([0, 1]):
 x(t) = t + x(t) +∫ t
 0
 x(s)x(t− s) ds, x(0) = 0.
 Proof. Note that the solution satisfies
 x(t) =t2
 2+
 ∫ t
 0
 x(τ) +
 ∫ τ
 0
 x(s)x(τ − s) ds
 dτ.
 Let x1, x2 ∈ C1([0, 1]) be two solutions. Let z(t) = x1(t)−x2(t) and M = maxt∈[0,1]|x1(t)|+|x2(t)|.Then taking the absolute value of the difference of the equations for x1 and x2 we obtain, for everyt ∈ [0, 1],
 |z(t)| 6∫ t
 0
 |z(τ)|+
 ∫ τ
 0
 |x1(s)[x1(τ − s)− x2(τ − s)] + [x1(s)− x2(s)]x2(τ − s)∣∣∣ds
 dτ
 6∫ t
 0
 |z(τ)|+ M
 ∫ τ
 0
 |z(τ − s)|+ |z(s)|ds
 dτ
 =∫ t
 0
 |z(τ)|+ 2M(t− τ)|z(τ)|
 ds 6
 ∫ t
 0
 (1 + 2M)|z(s)|ds.
 Applying the Gronwall’s inequality with r(s) = z(s) we then conclude that r ≡ 0; namely, x1 ≡ x2
 on [0, 1].
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 SUMMARYGronwall’s inequality is a very common tool in establishing uniqueness and a priori estimate
 of many linear or non-linear problems. It typically replaces a differential equation by a differentialinequality which can be integrated to yield an upper or lower bound of the solution to the differentialequation.
 Exercise 1.42. Suppose g is bounded and f is Lipschitz continuous with Lipschitz constant L. Con-sider solutions, for positive ε and δ,
 xε = f(xε, t) + εg(t), x = f(x, t) ∀ t ∈ [a, b], |xε(a)− x(a)| ≤ δ.
 Show that
 ‖xε − x‖ ≤ eL(b−a)
 δ + ε
 ∫ b
 a
 |g(s)|ds
 .
 Exercise 1.43. Assume that
 r(t) ≤ δ(t) + k(t)∫ t
 a
 |p(s)|r(s) + q(s) ∀ t ∈ [a, b].
 Find, for r(t), an upper bound that depends only on δ, k, p, q.
 Exercise 1.44. Assume that f ∈ C1(R2) and fx(x, t) 6 0 for all (x, t) ∈ R. Suppose x and y solve
 x = f(x, t), y = f(y, t).
 Show that
 |x(t)− y(t)| 6 |x(a)− y(a)| ∀t > a.
 Exercise 1.45. Assume that f ∈ C1(R × [0, 1] × [0,∞);R). Suppose u = u1 and u = u2 areC2([0, 1]× [0,∞)) solutions to the initial boundary value problem
 ∂u(x, t)∂t
 − ∂2u(x, t)∂x2
 = f(u(x, t), x, t) ∀x ∈ (0, 1), t > 0,
 u(x, 0) = g(x) ∀x ∈ (0, 1),
 u(0, t) = h0(t), u(1, t) = h1(t) ∀t > 0.
 Set w = u1 − u2. Derive that
 12
 d
 dt
 ∫ 1
 0
 w(x, t)2 dx +∫ 1
 0
 (∂w(x, t)∂x
 )2
 dx =∫ 1
 0
 [f(u2 + w, x, t)− f(u2, x, t)]w(x, t)dx ∀t > 0.
 Show that w ≡ 0 so that u1 ≡ u2.
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 Exercise 1.46. 1. Let δ and M be positive constants. Suppose R is non-negative, R(0) < δ/M ,and
 dR(t)dt
 ≤ −δR + MR2 ∀ t ∈ [0, T ).
 Show that R(t) < δ/M for all t ∈ [0, T ).
 2. Suppose R ∈ C1([0, T );R), R(0) > 0, limtT R(T ) = ∞, and
 dR
 dt≤ R2(t) ∀ t ∈ [0, T ).
 Show that T > 1/R(0).
 Exercise 1.47. Assume that f ∈ C1(Rn × [0, 1];Rn) and g ∈ C1(Rn × [0, 1]2;Rn). Show that forevery x0 ∈ Rn, the following problem admits at most one solution x ∈ C1([0, 1];Rn):
 x(t) = f(x(t), t) +∫ t
 0
 g(x(s), s, t)ds ∀ t ∈ [0, 1], x(0) = x0.
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 1.8 Continuous Dependence
 With transformation τ = (t − a)/(b − a), x(τ) = x(t) − x0 the initial value problem (1.1)-(1.2) isequivalent to
 d
 dτx(τ) = f(x, τ, a, b, x0) := (b− a)f(x0 + x, a + τ) ∀τ ∈ [0, 1], x(0) = 0.
 Furthermore, by introducing an extra unknown function xn+1 = τ with the differential equation
 dxn+1
 dτ= 1
 we can write x = (x, xn+1), ˙x = f = (f(x, a, b, x0), 1), which does not depend on τ .
 A system of differential equations is called autonomous if it has the form x(t) = f(x); that is,f does not depend on the independent variable t.
 To study the continuous dependence of solutions on parameters, we consider the initial valueproblem
 x = f(x, λ) ∀t ∈ [0, 1], x∣∣∣t=0
 = 0 (1.13)
 where λ ∈ Rm is a parameter. We consider the dependence of the solution with respect to λ ∈ Rm.
 Theorem 1.10 (Continuous Dependence). Assume that λ0 ∈ Rm and f is continuous in Rn ×B(λ0; δ) for some δ > 0. Also assume that when λ = λ0, (1.13) admits a unique solution. Then thereexists δ1 ∈ (0, δ) such that for every λ ∈ B(λ0; δ1), (1.13) admits at least a solution. In addition,denoting a generic solution to (1.13) by x(λ, ·),
 limλ→λ0
 ‖x(λ, ·)− x(λ0, ·)‖ = 0. (1.14)
 In the language of differential equation, such a theorem is usually referred to as
 Uniqueness implies continuous dependence.
 Here (1.14) is understood as follows: For every ε > 0, there is δ2 > 0 such that any solutionx(λ, ·) to (1.13) with λ ∈ B(λ, δ2) satisfies ‖x(λ, ·)− x(·, λ0)‖ ≤ ε.
 Proof. Set
 K := 1 + maxt∈[0,1]
 max|x−x(t,λ0)|≤2
 max|λ−λ0|≤δ
 |f(x, λ)|,
 fK(x, λ) :=Kf(x, λ)
 maxK, |f(x, λ)| =
 f(x, λ) if |f(x, λ)| 6 K,
 K f(x,λ)|f(x,λ)| if |f(x, λ)| > K
 ∀x ∈ Rn, λ ∈ B(λ0; δ).
 Note that |fK | ≤ K. As fK(·, λ) is continuous, by our general existence result, (1.13), with freplaced by fK , admits at least one solution. We denote by xK(λ, ·) a generic solution. Note that
 |xK(λ, t)− xK(λ, s)| ≤ ‖xK‖ |t− s| ≤ K|t− s| ∀ t, s ∈ [0, 1], λ ∈ B(λ0, δ).
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 Now consider the family xK(λ, ·)λ∈B(λ0,δ). This family is equi-continuous and uniformlybounded. Every sequence xK(λj , ·)∞j=1 satisfying limj→∞ λj = λ0 admits a subsequence converginguniformly to a limit x(·) satisfying
 x(t) =∫ t
 0
 fK(x(s), λ0) ds ∀ t ∈ [0, 1].
 Now let T = supt | |x(·) − x(λ0, ·)| 6 1 in [0, t]. Then fK(x, λ0) = f(x, λ0) in [0, T ] so byuniqueness, x(·) = x(λ0, ) in [0, T ]. Now should T < 1. we would have, by continuity, that|x − x(λ0, ·)| ≤ 1 in [T, T + ε) for some ε > 0, contradicting the definition of T . Hence, T = 1and x(·) = x(λ0, ·). The uniqueness of the limit then implies that
 limλ→λ0
 ‖xK(λ, ·)− x(λ0, ·)‖ = 0.
 In particular, there exists δ1 ∈ (0, δ) such that for any λ ∈ B(λ0, δ1) and any solution xK(λ, ·)to (1.13) with f replaced by fK , there holds
 ‖xK(λ, ·)− x(λ0, ·)‖ 6 1.
 Now recall the definition of fK , we see that the above estimate implies that fK(xK , λ) =f(xK , λ). Thus, for all λ ∈ B(λ0; δ1), xK(λ, ·) is a solution to (1.13). This establish the existence ofat least one solution to (1.13) for every λ ∈ B(λ0; δ1).
 Finally, suppose λ ∈ B(λ0; δ1) and x(λ, ·) is a solution to (1.13). We show that x(λ, ·) = xK(λ, ·).Since x(λ, 0) = 0, we can define
 T := maxt ∈ [0, 1] | |x(λ, s)− x(λ0, s)| ≤ 2 ∀ s ∈ [0, t].
 In the set [0, T ], we have f(x, λ) = fK(x, λ). It follows that x(λ, ·) = xK(λ, ·) in [0, T ]. Butthe estimate on xK implies that |x(λ, T )− x(λ0, T )| ≤ 1. Hence, we must have T = 1, since T < 1would imply, by continuity, that |x(λ, s) − x(λ0, s)| ≤ 1 + 1 for all s ∈ [T, t + ε] for some ε > 0,contradicting the definition of T . Hence, x(λ, ·) = xK(λ, ·) on [0, 1] and (1.14) holds. This completesthe proof.
 Example 1.28. Consider the problem
 x = |x|1−λ ∀ t ∈ [0, 1] , x(λ, 0) = 0.
 When λ = λ0 := 0 the problem has a unique solution x(0; ·) ≡ 0. For each λ ∈ (0, 1), the problemhas infinitely many solutions. Nevertheless, one can show that any solution x(λ, ·) is bounded by themaximal solution:
 0 6 x(λ, t) 6 x∗(λ, t) = (λt)1/λ
 One sees that limλ0 ‖x(λ, ·)− x(0, ·)‖ = 0.
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 Next we study the variation of solution with respect to the parameter. For simplicity, we assumethat f is bounded and Lipschitz in x: There exists a constant L > 0 such that
 |f(x, λ)− f(y, λ)| ≤ L|x− y| ∀x, y ∈ Rn, λ ∈ Rm.
 In application, such a condition can be relaxed by a truncation technique.We now estimate the difference
 z(λ, t) = x(λ + h, t)− x(λ, t).
 Writing x(λ, t) as x and x(λ + h, t) as x + z we have
 |z(λ, t)| =∣∣∣∫ t
 a
 f(x + z, λ + h)− f(x, λ)ds∣∣∣
 =∣∣∣∫ t
 a
 f(x + z, λ + h)− f(x, λ + h)ds +∫ t
 a
 f(x, λ + h)− f(x, λ)ds∣∣∣
 ≤∫ t
 a
 L|z(λ, s)|ds +∫ t
 a
 |f(x, λ + h)− f(x, λ)|ds.
 The Grownwall’s inequality then implies that
 ‖z‖ ≤ ‖f(x, λ + h)− f(x, λ)‖∫ 1
 0
 eLsds.
 In particular, if f is Lipschitz in λ,
 ‖x(λ + h, ·)− x(λ, ·)‖ ≤ C|h|
 for some positive constant C.Finally, we consider the smooth dependence of the solution with respect to the parameter. For
 simplicity, we assume that λ ∈ R and that f is differentiable in λ. Then formally, ∂∂λx(λ, t) satisfy
 d
 dty(λ, t) = fx(x, λ)y + fλ(x, λ) ∀ t ∈ [0, 1], y(λ, 0) = 0.
 This is a linear system for y, and there admits a unique solution. Now we estimate the difference,for small h,
 z(t) := x(λ + h; t)− x(λ; t)− y(t)h.
 Writing x(t) = x(λ, t) and x(λ + h, t) = x(t) + hy + z and using the integral equations for xand y we have
 z(t) =∫ t
 0
 f(x + hy + z, λ + h)− f(x, λ)− fx(x, λ)hy − fλ(x, λ)h
 ds
 =∫ t
 0
 f(x + hy + z, λ + h)− f(x + hy, λ + h)
 ds
 +∫ t
 0
 f(x + hy, λ + h)− f(x, λ)− fx(x, λ)hy − fλ(x, λ)h
 ds .
 It then follows that
 |z(t)| ≤ L
 ∫ t
 0
 |z(s)|ds + o(h)
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 The Gronwall’s inequality then implies that
 ‖z‖ = o(h).
 That is,
 x(λ + h; ·) = x(λ; ·) + hy(·) + o(h)
 where limh→0o(h)
 h = 0. Thus, we conclude that x(λ; t) is differentiable with respect to λ and
 ∂x(λ, t)∂λ
 = y(λ, t).
 Hence, we have the following:
 Theorem 1.11. Assume that f : (x, λ) ∈ Rn+m → f(x, λ) ∈ Rn is bounded and differentiable.Then the corresponding solution x(λ, t) to (1.13) is also differentiable. In addition, ∂x(λ,t)
 ∂λ solvesthe differential system obtained by formal differentiation of the ode x = f(x, λ).
 Bootstrap Argument
 Assume that x ∈ C([a, b];Rn) solves the IVP
 x(t) = x0 +∫ t
 a
 f(x(s), s) ∀ t ∈ [a, b].
 Assume that f ∈ Ck(Rn × [a, b];Rn). We argue that x ∈ Ck+1([a, b];Rn) as follows:
 Assume that l ∈ 0, 1, · · · , k and x ∈ Cl([a, b];Rn). Then since f ∈ Cl(Rn× [a, b]), we see thatx(·) = f(x(·), ·) ∈ Cl([a, b]) so x ∈ Cl+1([a, b]). Starting from l = 0, i.e. from x ∈ C([a, b]), we canshow step by step that x ∈ C1([a, b]),x ∈ C2([a, b]), · · · ,x ∈ Ck+1([a, b]).
 This kind of argument is called the bootstrap argument.
 Let’s see another example of a bootstrap argument. Consider the problem
 z = g(z, t, λ) ∀ t ∈ (a, b), z∣∣∣t=a
 = 0
 where λ ∈ R is a parameter and gz(z, t, λ) is continuous. Assume that B is an open set in R andthat for each λ ∈ B, the above initial value problem admits a solution, denoted by z(t, λ), t ∈ [a, b].We know the basic fact:
 If both gz and gλ are continuous, then both zλ and zλ exist and are continuous.
 Now assume that f ∈ Ck(Rn ×B;Rn) for some k > 1 and consider the solution x(t, λ) to
 x = f(x, λ) in (a, b), x∣∣∣t=a
 = 0.
 Assume that l ∈ 0, · · · , ·k − 1 and both ∂lx∂λl and ∂lx
 ∂λl are continuous. Then for z := ∂l
 ∂λl x, wecan differentiate the equation x = f with respect to λ to obtain
 z = fx(x(λ, t), λ)z + f(t, λ) =: g(z, t, λ) ∀ t ∈ (a, b), z|t=0 = 0.
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 Note that gz(z, t, λ) = fx(x(t, λ), λ) is continuous (and is independent of z). Also, gλ is continuous.Thus, applying the basic fact we know that both zλ and zλ exist and are continuous. Thus, Step bystep, we conclude that both x(t, ·) and x(t, ·) are in Ck(B).
 Example 1.29. Let x(t, λ, a) be the solution to the IVP
 x = 2t + λx2, x|t=0 = a.
 Denote by xλ and xλλ the partial derivative of x with respect to λ. Then differentiation gives
 xλ = x2 + 2λxxλ, xλ|t=0 = 0,
 xλλ = 4xxλ + 2λx2λ + 2λxxλλ, xλλ|t=0 = 0.
 (1) Now setting λ = 0 we find that
 x = 2t, x|t=0 = a, ⇒ x(t, 0, a) = a + t2,
 xλ = x2 = (a + t2)2, xλ|t=0 = 0, ⇒ xλ(t, 0, a) = a2t + 2at3/3 + t5/5,
 xλλ = 4xxλ = 4(a + t2)(a2t + 2at3/3 + t5/5) ⇒ xλ(t, 0, a) = 2a3t2 + 5a2t4/3 + 26at6/45 + t8/10.
 (2) When λ 6= 0, explicit solutions cannot be found. Nevertheless, as the equation for xλ islinear in xλ, we find that
 xλ(t, λ, a) =∫ t
 0
 x2(s, λ, a)e2λR t
 sx(τ,λ,a)dτds.
 In particular, we find that xλ(t, λ, a) > 0 for all t > 0.(3) Suppose we want to solve the “eigenvalue” problem: Find λ0 ∈ R, y ∈ C1([0, 1];R) such that
 y(t) = 2t + λ0y2(t) ∀ t ∈ [0, 1], y(0) = y(1) = 2.
 This problem is equivalent to solve λ from the equation x(1, λ, 2) = 2. Note that (i) xλ(1, λ, 2) > 0(ii) x(1, 0, 2) = 3 > 0 and (iii) when λ = −2, x(t,−1, 2) < 2 for all t ∈ [0, 1]. Hence, there existsa unique λ0 ∈ (−1, 0) such that x(1, λ0, 2) = 2. That is, the eigenvalue problem admits a uniquesolution.
 Example 1.30. Denote by x = x(a, b, t), y = y(a, b, t) the solution to
 (x, y) = (f(x, y), g(x, y)) := (x + 3xy2, sinx− y3), (x, y)∣∣∣t=0
 = (a, b).
 Let Ω be a rectangle in R2 and denote by Ω(t) be the image of Ω at time t (assuming its existence)by the ode flow, starting from Ω; i.e.,
 Ω(t) = (x(a, b, t), y(a, b, t)) | (a, b) ∈ Ω.
 Find the volume |Ω(t)| of Ω(t).
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 Solution. By reversing time, we see that the mapping (a, b) → (x(a, b, t), y(a, b, t)) has a uniqueinverse. Hence,
 |Ω(t)| =∫
 Ω(t)
 1 dxdy =∫
 Ω
 J(a, b, t) dadb
 where J is the Jacobi of the transformation, defined by
 J(a, b, t) =∂x
 ∂a
 ∂y
 ∂b− ∂x
 ∂b
 ∂y
 ∂a
 ∣∣∣x=x(a,b,t),y=y(a,b,t)
 .
 Using subscripts for partial derivatives, we know that xa := ∂x∂a and ya satisfies
 xa = fxxa + fyya, ya = gxxa + gyya.
 Similar equations for (xb, yb) can be obtained analogously. Hence,
 J = xayb + xayb − xbya − xbya
 = [fxxa + fyya]yb + xa[gxxb + gyyb]− [fxxb + fyyb]ya − xb[gxxa + gyya]
 = (fx + gy)(xayb − xbya) = (fx + gy)J.
 Using the explicit expression of f and g we find that J = J . Since initially the mapping is theidentity map, we have J(a, b, 0) = 1. Hence, J(a, b, t) = et and |Ω(t)| = et|Ω|.
 SUMMARY
 1. Uniqueness implies continuous dependence.
 2. When f(x, t, λ) is differentiable in x and λ, solutions to x = f(x, t, λ) is differentiable in λ andthe (partial) derivative xλ satisfies the equation xλ = fx(x, t, λ)xλ + fλ(x, t, λ) obtained bydifferentiating x(λ, t) = f(x(λ, t), t, λ) using differentiation order change on the left-hand sideand chain rule on the right-hand side. Further differentiation is also permissible.
 Exercise 1.48. Let xi∞i=1 be a sequence in a matric space and x∗ be a point such that everysubsequence of xi contains a sub-subsequence that converges to x∗. Show that limi→∞ xi = x∗.
 Exercise 1.49. Consider the initial value problem
 d
 dtx(a, t) = g(x(a, t)), x(a, 0) = a.
 Show that (i) when g(a) 6= 0,
 ∂x
 ∂a=
 g(x)g(a)
 ,∂2x
 ∂a2=
 g(x)[gx(x)− ga(a)]g2(a)
 ;
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 (ii) when g(a) = 0,
 ∂x
 ∂a= eg′(a)t,
 ∂2x
 ∂a2=
 g′′(a)t if g′(a) = 0,
 g′′(a)g′(a) e2g′(a)t − eg′(a)t if g′(a) 6= 0.
 Exercise 1.50. Assume that g is continuous on R2. Show that for any T ∈ (0, π/2), there existsε > 0 such that if |λ| ≤ ε, the following problem has at least a solution:
 x = 1 + x2 + λg(x, t) ∀t ∈ [0, T ], x(0) = 0.
 Exercise 1.51. Consider the initial value problem
 x(λ, t) = 2√|x|+ λ ∀ t > 0, x(λ, 0) = 0.
 (1) Show that for every λ 6= 0, there exists a unique solution x(λ, t). In addition,
 limλ0
 x(λ, t) = x∗(t) := t2 ∀ t ≥ 0,
 limλ0
 x(λ, t) = x∗(t) := 0 ∀ t > 0.
 (2) Denote by x(0, t) a generic solution when λ = 0. Show that
 x(−ε, t) < x(0, t) < x(ε, t) ∀ε > 0, t > 0,
 x∗(t) ≤ x(0, t) ≤ x∗(t) ∀t > 0.
 Here we call x∗ the minimal solution and x∗ the maximal solution.
 (3) Fix any τ > 0 and h ∈ [x∗(τ), x∗(τ)]. Show that there exists a solution x(0, ·) such thatx(0, τ) = h.
 [For some c > 0, x(0, t) := max0, (t− c)2 for all t > 0 is a solution.]
 Exercise 1.52. Assume that f, g are smooth functions. Consider the system, for x = (x, y),
 dx
 dt= −y + εf(x, y),
 dy
 dt= x + εg(x, y)
 subject to the initial condition
 (x(a, ε, 0), y(a, ε, 0)) = (a, 0), a > 0.
 When ε = 0, the solution is given by
 (x(a, 0, t), y(a, 0, t)) = (a cos t, a sin t)
 (i) Calculate
 ∂x∂ε
 ∣∣∣ε=0
 ,∂x∂a
 ∣∣∣ε=0
 ,∂2x∂a2
 ∣∣∣ε=0
 ,∂2x∂ε2
 ∣∣∣ε=0
 ,∂2x∂ε∂a
 ∣∣∣ε=0
 .
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 (ii) Denote
 m(a) =∫ 2π
 0
 f(a cos t, a sin t) cos t + g(cos t, sin t) sin t
 dt.
 Suppose m(1) = 0 and m′(1) > 0. Show that for every sufficiently small ε, the system admit aunique periodic solution near the unit circle (on the x-y plane). Denote by T (ε) the period of thesolution. Find T ′(0).
 Exercise* 1.53 (Shooting Method).Assume that f ∈ C(R× [0, 1];R) is bounded and Lipschitz continuous. Consider the problem of
 finding λ ∈ R and u ∈ C1([0, 1]) such that
 u = f(u, t) + λ(1 + u) on [0, 1], u(0) = u(1) = 0.
 1. Show that for every µ ∈ R, there is a unique solution w(µ; ·) to
 w = f(w, t) + µ(1 + w) on [0, 1], w(µ; 0) = 0.
 2. Show that h(µ) := w(µ; 1) is a continuous function of µ.
 3. Show that h(µ) > 0 if µ À 1 and h(µ) < 0 when µ ¿ −1, so that there exists at least oneλ ∈ R such that h(λ) = 0. Consequently, together with such λ, u = w(λ, ·) is a solution to theoriginal boundary value problem.
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 1.9 Continuation
 Here in this section we consider the maximal existence interval of an initial value problem. Thefollowing theorem states that any solution either can be extended to an interval [a,∞) or blows up(becomes unbounded) in finite time.
 Theorem 1.12 (Maximal Continuation). Assume that f is continuous on Rn × [a,∞) andx0 ∈ Rn. Then any solution to x = f(x, t) with initial value x(a) = x0 can be extended to a maximalexistence interval [a, T ) such that one of the following holds:
 1. T = ∞;
 2. T ∈ (a,∞) and limtT ‖x(t)‖ = ∞.
 Proof. 1. First we establish a local existence result. For any (z, τ) ∈ Rn × [a,∞), let
 M(z, τ) = max|x−z|≤1,t∈[τ,τ+1]
 |f(x, t)|,δ(z, τ) = min1, 1/M(z, τ).
 Consider the initial value problem
 x = f(x, t) ∀t ∈ [τ, τ + δ(z, τ)], x(τ) = z.
 Write δ(z, τ) as δ for simplicity. Consider
 D = x ∈ C([τ, τ + δ];Rn) | maxt∈[τ,τ+δ]
 |x(t)− z| ≤ 1.
 Clearly, D is a closed convex subset of C([τ, τ + δ];Rn). Consider the map
 T[x](t) = z +∫ t
 τ
 f(x(s), s) ds ∀s ∈ [τ, τ + δ].
 By the definition of M = M(z, τ) and δ = δ(z, τ),
 maxt∈[τ,τ+δ]
 |T[x](t)− z| ≤ Mδ ≤ 1 ∀x ∈ D.
 It then follows that T maps D into itself. It is easy to see that T is continuous and compact. Thus,T admits at least a fixed point. Thus, with initial value x(τ) = z, there exists at least a solution in[τ, τ + δ(z, τ)] to x = f(x, t).
 2. Given an initial value x(a) = x0, let [a, T ) be a maximal existence interval of x = f(x, t).Suppose that T < ∞. We want show that limtT ‖x(t)‖ = ∞. Suppose on the contrary that
 R := limtT
 ‖x(t)‖ < ∞.
 Set
 M∗ = max|x|≤R+3,t∈[a,T+1]
 |f(x, t)|, δ∗ = min1, 1/M∗.
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 By the definition of R, there exists a time τ such that
 maxa, T − δ∗ ≤ τ < T, |x(τ)| < R + 1.
 Let
 T ∗ := sup
 t ∈ [τ, T )∣∣∣ |x(s)| ≤ R + 3 ∀ s ∈ [τ, t]
 .
 Then for all s ∈ [T, T ∗), |x(s)| ≤ R + 3 so that |f(x(s), s)| ≤ M∗. Consequently, for everyt ∈ [τ, T ∗),
 |x(t)| =∣∣∣x(τ) +
 ∫ t
 τ
 f(x(s), s) ds∣∣∣ ≤ |x(τ)|+ (t− τ)|M∗ ≤ R + 1 + M∗δ∗ ≤ R + 2.
 Now should T ∗ < T , we would have, since x is continuous at T ∗, that |x(T ∗)| ≤ R + 2; in addition,by continuity, |x| < R + 3 on [T ∗, T ∗ + ε) for some positive ε; but this contradicts the definition ofT ∗. Thus, T ∗ = T . Consequently,
 (i) |x(t)| ≤ R + 3 for all t ∈ [τ, T ),(ii) |f(t)| = |f(x(t), t)| ≤ M∗ for all t ∈ [τ, T ).It then follows that x(T ) := limtT x(t) exists. In addition,
 x(t) = x0 +∫ t
 a
 f(x(s), s) ds ∀ t ∈ [a, T ].
 3. Now using step 1, with the initial condition x|t=T = x(T ), we have a solution in [T, T + δ]for some δ > 0. Joining the solution in [a, T ) and [T, T + δ] we hence obtain a continuous solutionin [a, T + δ). The solution is C1 since x is continuous and x = f(x, ·) is also continuous. Hence,the solution can be extended to [a, T + δ]. But this contradicts the definition of T . This shows thateither T = ∞ or T < ∞ and limtT |x(t)| = ∞.
 In many applications, the following theorem is quite useful:
 Theorem 1.13 (Global Existence). Assume that f ∈ C(Rn × [a,∞);Rn) has at most a lineargrowth:
 |f(x, t)| ≤ K(t)(1 + |x| ) ∀x ∈ Rn, t ≥ a,
 ∫ b
 a
 K(t)dt < ∞ ∀ b > a.
 Then for every x0 ∈ Rn, the following problem admits a global solution
 x = f(x, t) ∀t ∈ (a,∞), x(a) = x0.
 Proof. Let [a, T ) be an existence interval. Then
 d
 dt|x|2 = x∗x + x∗x ≤ 2K(t)|x| (1 + |x|).
 Since ddt |x|2 = 2|x| d
 dt |x| we derive that
 d
 dt|x| ≤ K(t)[1 + |x|].
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 The Gronwall’s inequality then gives the a priori estimate
 |x(t)| ≤ (1 + |x0|)eR t
 aK(s) ds ∀ t ∈ [a, T ).
 Thus, the maximal existence interval is [a,∞).
 Example 1.31. Consider the equation, for scalar function x,
 x = ex cos x + et, x(0) = 0.
 We claim that there exists a solution in [0,∞).Let [0, T ) be the maximal existence interval and assume for contradiction that T < ∞. Then
 limtT |x(t)| = ∞. Consequently,
 either limtT
 x(t) = ∞ or limtT
 x(t) = −∞.
 Suppose limtT x(t) = ∞. Let N be an integer such that 2Nπ > T . Since x(0) = 0, there existst∗ ∈ (0, T ) such that x(t∗) = (2N + 1)π and x(t) ≤ (2N + 1)π for all t ∈ [0, t∗]. Thus, x(t∗) is aboundary maximum of x(·) on [0, t∗]. It then implies that x(t∗) ≥ 0. However, by the differentialequation, we find that
 x(t∗) = ex(t∗) cosx(t∗) + et = −e(2N+1)π + et∗ < 0.
 We hence obtain a contradiction. This contradiction shows that we cannot have limtT x(t) = ∞.Similarly, we can exclude the situation limtT x(t) = −∞. Thus, we must have T = ∞.
 SUMMARYWhen f(·, ·) is continuous, solutions to x = f(x, t) can be extended to its maximal existence
 interval. In particular, if f is continuous on R× [a, b) (b ∈ (a,∞]), any solution with initial value att = a can be extended to a maximal existence interval [a, T ) where either T = b so there is a globalsolution, or T < b and the solution blows up completely, i.e ‖x(t)‖ → ∞ as t T .
 In a special case when f is continuous in Rn × R and has linear growth in x, any solution tox = f(x, t) can be extended globally over t ∈ R.
 Exercise 1.54. Assume that f ∈ C1(R2;R) and fx 6 0 on R2. Show that there exists a unique globalsolution to
 x = f(x, t) ∀ t > 0, x(0) = 0
 Hint: Since f(x, t) = f(0, t) + x∫ 1
 0fx(θx, t)dθ, d
 dt (x2(t)) = 2xf(x, t) 6 2xf(0, t). This implies
 that ddt
 √x2 + ε2 = 1
 2 (|x|2 + ε2)−1/2 ddtx
 2 ≤ |f(0, t)|.
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 Exercise 1.55. Assume that f ∈ C(Rn× [0,∞);Rn) and x · f(x, t) < 0 for all t ∈ [0,∞) and x ∈ Rn
 satisfying |x| > 1. Show that for every x0 ∈ Rn, there is a global solution to
 x = f(x) ∀ t > 0, x(0) = x0.
 Exercise 1.56. Define M(z, τ) and δ(z, τ) as in the text. Assume that τ ≥ a, z ∈ Rn, ε ∈ (0, δ(z, τ))and x ∈ C([τ, τ+ε],Rn) is a solution to x = f(x, t) for all t ∈ [τ, τ+ε] with initial condition x(τ) = z.Show that |x(t)− z| < 1 for all t ∈ [τ, τ + ε).
 Caution: A priori one does not know that if it is true that |x(s)− z| ≤ 1 for all s ∈ [τ, τ + ε] sothe estimate |f(x(s), s)| ≤ M(z, τ) cannot be used right away.
 Exercise 1.57. Show that the following problem admits a global solution x ∈ C1(R;R):
 1. x(0) = 0, x(t) =√
 et + x2 ∀ t ∈ R.
 2. x(0) = 0, x(t) = t(x− x3) + et/√|t| ∀ t ∈ R \ 0.
 3. x(0) = 0, x(t) = x4 sin2 x− t2 ∀ t ∈ R.
 Exercise 1.58. Consider the initial value problem
 y(0) = 0, y = y4 sin2 y + t for t > 0.
 Show that there exists a finite T > 0 such that limtT y(t) = ∞.Hint: Show that y = y(t) has an inverse t = t(y) and
 t(y)− t0 =∫ y(t)
 y(t0)
 dy
 y4 sin y4 + t(y)
 ≤∫ ∞
 0
 dy
 y4 sin2 y + t0=
 ∞∑n=0
 ∫ π
 0
 dy
 (nπ + y)4 sin2 y + t0< ∞.
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 1.10 Power Series
 Taylor Expansion
 The fundamental theorem of calculus (FTC) states that if g ∈ C([a, b];Rn) ∩ C1((a, b);Rn),then
 g(t) = g(a) +∫ t
 a
 g′(s) ds ∀ t ∈ [a, b].
 Suppose x ∈ Ck+1([a, b]) and for t ∈ (c, c + δ], consider the function
 g(s) :=n∑
 i=0
 (t− s)i
 i!x(i)(s) = x(s) + (t− s)x′(s) +
 (t− s)2
 2!x′′(s) + · · ·+ (t− s)k
 k!x(k)(s).
 Direct differentiation gives
 g′(s) = x′(s) +n∑
 i=1
 (t− s)i
 i!x(i+1)(s)− (t− s)i−1
 (i− 1)!x(i)(s)
 =
 (t− s)k
 k!x(k+1)(s).
 Applying the FTC with we then obtain the Taylor’s formula
 x(t) = x(a) + x′(a)(t− a) +x′′(a)
 2!(t− a)2 + · · ·+ x(k)(a)
 k!(t− a)k + Rk(t),
 Rk(t) =∫ t
 a
 (t− s)k
 k!x(k+1)(s) ds =
 x(k+1)(ξ)(k + 1)!
 (t− a)n+1 for some ξ ∈ (a, t).
 Now if x ∈ C∞((−δ, δ);Rm), the Taylor series, or Maclaurin series, or Power series is∑∞i=0
 x(i)(0)i! ti. Without any a priori knowledge about the convergence of series, we write
 x(t) ∼∞∑
 i=0
 citi, ci :=
 x(i)(0)i!
 .
 Here ∼ is a classical notation for asymptotic expansion, i.e.
 limt→0
 x(t)−∑ki=0 cit
 i
 tk= 0 ∀ k ∈ N.
 Next we consider Taylor expansion for functions of multiple variables. Assume that x0 ∈ Rn,δ > 0, and f ∈ Ck+1(B(x0, δ),Rm). Fix x ∈ B(0, δ), consider the function y of one variable
 y(t) := f(x0 + tx) t ∈ [0, 1].
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 One calculates, by the chain rule and using subscripts for partial derivatives,
 y′(t) =n∑
 i=1
 xifxi(x0 + tx),
 y′′(t) =n∑
 i=1
 n∑
 j=1
 xixjfxixj (x0 + tx),
 y′′′(t) =n∑
 i=1
 n∑
 j=1
 n∑
 l=1
 xixjxlfxixjxl(x0 + tx),
 · · · · · · · · ·y(k)(t) =
 n∑
 i1=1
 n∑
 i2=1
 · · ·n∑
 ik=1
 xi1xi2 · · ·xikfxi1xi2 ···xik
 (x0 + tx).
 Then using y(1) = (x0 + x) and the Taylor expansion for y we have
 f(x0 + x) = f(x0) +m∑
 i=1
 xifxi(x0) + 1
 2
 n∑
 i=1
 n∑
 j=1
 xixjfxixj(x0) + · · ·+
 +1k!
 n∑
 i1=1
 n∑
 i2=1
 · · ·n∑
 ik=1
 xi1xi2 · · ·xikfxi1xi2 ···xik
 (x0) + Rk(x0, x),
 Rk(x0, x) =n∑
 i1=1
 n∑
 i2=1
 · · ·n∑
 ik=1
 n∑
 ik+1=1
 xi1xi2 · · ·xikxik+1
 ∫ 1
 0
 fxi1xi2 ···xikxik+1
 (x0 + sx)(1− s)k
 k!ds.
 To study power series of multiple variables x = (x1, · · · , xn), we introduce notation
 α = (α1, · · · , αn), α1, · · · , αn ∈ 0 ∪ N,
 |α| = α1 + · · ·+ αn,
 α! = α1!α2! · · ·αn!,
 xα = xα11 xα2
 2 · · ·xαnn ,
 Dxαf(x) =∂|α|f(x)
 ∂xα11 · · · ∂xαn
 n.
 Then when f ∈ C∞(B(x0, δ);Rm), its Taylor expansion can be written as
 f(x) ∼∑ (x− x0)α Dxαf(x0)
 α!.
 Analytic functions
 In studying series, it is convenient to use a cubic ball defined by
 Q(ρ) := (x1, · · · , xn) ∈ Cn | |xi| < ρ ∀ i = 1, · · · , n.Definition 1.3. A function f : x0 +Q(ρ) → C is called analytic, or more precisely holomorphic,in x0 + Q(ρ) if
 f(x0 + x) =∑
 α≥0
 cαxα ∀x ∈ Q(ρ)
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 and
 M(r) :=∑
 α≥0
 |cα|r|α| < ∞ ∀ r ∈ (0, ρ). (1.15)
 If f = (f1, · · · , fn) and each fi is analytic in x0 + Q(ρ), we say f is analytic in x0 + Q(ρ).
 It is easy to show that if f is analytic, then
 cα =Dxαf(x0)
 α!.
 It may seem to be a little bit strange that complex definition domains and ranges are used inthe definition. The reason is as follows. In general, a function f is called real analytic at a pointx0 ∈ Rn if there exists ε > 0 such that
 f(x) =∑ Dα
 x f(x0)α!
 (x− x0)α ∀x ∈ B(x0, ε) := x ∈ Rn | |x− x0| < ε.
 Given an open domain Ω ∈ Rn, f : Ω → R is called (real) analytic in Ω if f is analytic at everyx0 ∈ Ω. Under this definition, the function f(t) = 1
 1+t2 is real analytic on R. Under Definition1.3, the function is not analytic in Q(ρ) for any ρ > 1 since the point t = ±i (i2 ≡ −1) is in Q(ρ).Should Q(ρ) in Definition 1.3 be replaced by the real interval (−ρ, ρ), the definition would not becompatible with the conventional analyticity since 1
 1+t2 =∑∞
 k=0(−1)kt2k and the series is divergentfor any t > 1, and one would have the impression that 1
 1+t2 is not analytic on R. On the other hand,it is a fact that if f : Q(ρ) → C is analytic at every point x0 ∈ Q(ρ), then f is analytic in Q(ρ)under Definition 1.3.
 Note that (1.15) implies
 A(r) := supα≥0
 |cα|rα < ∞ ∀r ∈ [0, ρ). (1.16)
 The inverse is also true.
 Theorem 1.14. (1) Conditions (1.15) and (1.16) are equivalent.(2) If f is analytic in x0 + Q(ρ), then all its derivatives and antiderivatives are analytic in
 x0 + Q(ρ) and can be computed by term by term differentiation or integration.
 Proof. We only prove the first assertion. Clearly, (1.15) implies (1.16). For the inversedirection, notice the following: Given r > 0,
 r
 r − t=
 11− t/r
 =∞∑
 k=0
 ( t
 r
 )k
 ∀t ∈ (−r, r),
 n∏
 i=0
 r
 r − xi=
 n∏
 i=1
 ( ∞∑αi=1
 (xi
 r
 )αi)
 =∑
 α≥0
 r−|α|xα ∀x ∈ Q(r). (1.17)
 Assume (1.16). For any r ∈ (0, ρ), picking an R ∈ (r, ρ) we have
 M(r) =∑
 α≥0
 |cα|rα =∑
 α≥0
 |cα|R|α|( r
 R
 )|α|≤ A(R)
 ∑
 α≥0
 ( r
 R
 )|α|(1, · · · , 1)α =
 A(R)Rn
 (R− r)n< ∞.
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 Thus (1.15) holds. This completes the proof.
 SUMMARYA C∞ function associates a formal power series. The function is called analytic when its
 formal series converges to it. Convergent power series are valid for term by term differentiation andintegration. Compositions of analytic functions are still analytic.
 Exercise 1.59. Let g(x, y) = (x2 − y2, 2xy) be a function and x0 = (1, 1), v = (v1, v2) and w =(w1, w2) be constant vectors. Find explicitly the following:
 1. h(t) := g(x0 + tv + t2w), h′(0), h′′(0), Dg(x0)v, and (v · ∇)2g(x0);
 2. H(s, t) := g(x0 + tv + sw), ∂2
 ∂t∂sH(0, 0), and (w · ∇)(v · ∇)g(x0).
 Exercise 1.60. Compute eAt and sin[At] for the following matrixes:(
 1 00 2
 ),
 (2 10 1
 ),
 (1 21 1
 ).
 Exercise 1.61. Using power series verify that for any square matrix A and complex numbers x, y,
 eiA = sin(A) + i cos(A),
 ex+iy = ex(cos y + i sin y).
 Exercise 1.62. Show that f(t) = 11+t2 is analytic on R; namely, for every t0 ∈ R, there is an ε > 0
 such that on (t0 − ε, t0 + ε), f can be expressed as its convergent power series about t0.
 Exercise 1.63. 1. Suppose f(t) =∑
 f (n)(0)tn/n! for all t ∈ (−ρ, ρ). Show that for any t0 ∈(−ρ, ρ), f(t) =
 ∑f (n)(t0)(t− t0)n/n! for all t ∈ (t0 − r, t0 + r) where 0 < r < ρ− |t0|.
 2. Suppose f and g are both real analytic on (a, b) and for some c ∈ (a, b),
 Dnt f(c) = Dn
 t g(c) ∀n ≥ 0.
 Show that f ≡ g on (a, b).
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 Exercise 1.64. Consider the function
 ζ(t) =
 e−1/t if t > 0,
 0 if t ≤ 0.
 Prove the following:(i) For each integer n ≥ 1 the nth order derivative ζ(n) of ζ satisfies
 ζ(n)(t) =Pn(t)t2n
 ζ(t) ∀t > 0
 where Pn is a polynomial of degree n and can be obtained iteratively as follows:
 P0(t) = 1, Pn+1(t) = (1− 2nt)Pn(t) + t2P ′n(t) ∀n ≥ 0..
 (ii) Show that ζ ∈ C∞(R), but ζ is not analytic near the origin.
 Exercise 1.65. let r > 0, s > 0, t > 0. Show that the series
 ∞∑
 n,m,k=0
 (m + n + k)xnymzk
 rnsmtk(mnk + 1)
 converges on the complex “rectangle”
 Q(0, r, s, t) := (x, y, z) ∈ C3 | |x| < r, |y| < s, |z| < t.
 Exercise 1.66. (1) Prove the second assertion of Theorem 1.14. [Consider for simplicity, f : R→ R].
 (2) Find explicitly the following sums:
 (i)∞∑
 n=0
 ntn, (ii)∞∑
 n=1
 n2tn, (ii)∞∑
 n=1
 tn
 n.
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 1.11 Analyticity of Solutions
 In this section, the analyticity of solutions are considered. It will be shown that if f is analytic,solutions to x = f(x) are also analytic. Toward this goal, we seek power series solutions to the initialvalue problem
 x = f(x), x(0) = 0.
 By power series, it means solutions of the form
 x(t) =∞∑
 k=1
 cktk (ck ∈ Rn ∀ k ≥ 1).
 By Taylor’s expansion, the power series is uniquely determined by the derivatives of x(t) att = 0. To calculate these derivatives, we write x = (x1, · · · , xn) and f(x) = (f1(x), · · · , fn(x)) asrow vectors. Suppose x(t) = f(x(t)) and g : Rn → Rm is a smooth function. The derivatives ofg(x(t)) can be computed by the chain rule:
 d
 dtg(x(t)) =
 n∑
 i=1
 ∂g∂xi
 dxi
 dt=
 n∑
 i=1
 f i ∂g∂xi
 = n∑
 i=1
 f i ∂
 ∂xi
 g = (f · ∇)g
 where
 f = (f1 · · · fn), ∇ =
 ∂∂x1
 ...∂
 ∂xn
 , f · ∇ = (f1 · · · fn)
 ∂∂x1
 ...∂
 ∂xn
 =
 n∑
 i=1
 f i ∂
 ∂xi.
 In multi-variable calculus or differential geometry, the differential operator ∇ is called thegradient operator and ∇g the gradient of g. Given a direction v ∈ Rn, v · ∇ is a directionaldifferentiation whereas (v · ∇)g is called the directional derivative of g in the direction v. Ifg ∈ C1(Rn;Rm), the linear map Dg(x) : Rn → Rm defined by
 Dg(x) : v ∈ Rm → Dg(x)v := (v · ∇)g(x) ∈ Rk
 is called the differential of g at point x ∈ Rn.
 With these notation, all derivatives of x can be expressed as
 x(t) = f(x)∣∣∣x=x(t)
 ,
 x(t) =(f(x) · ∇
 )f(x)
 ∣∣∣x=x(t)
 ,
 · · ·dkx(t)
 dtk=
 (f(x) · ∇
 )k−1
 f(x)∣∣∣x=x(t)
 ∀ k ∈ N.
 Hence, the set of constants
 ck =1k!
 (f · ∇)k−1f(x)∣∣∣x=0
 , k = 1, 2, · · ·
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 provide a unique formal power series solution. The question therefore becomes the following:(1) Does the series converge?(2) When the series converges, is the sum of the series a solution ?
 Before we provide affirmative answers to these questions, we first consider a few examples.
 Example 1.32. For constants a 6= 0, b and c, consider the scalar differential equation
 x = ax + b, x(0) = c.
 Differentiation gives
 x = ax = a[ax + b],
 · · ·x(k) = ak−1[ax + b], (induction hypothesis)
 x(k+1) = ak−1ax = ak[ax + b]. (induction completion)
 Thus, x(k)(0) = akc + ak−1b for every k ∈ N and
 x(t) = c +∑
 k≥1
 akc + ak−1b
 k!tk = ceat +
 b
 a(eat − 1).
 Example 1.33. Consider the scalar equation
 x = 1 + x2, x(0) = 0.
 The first several derivatives of x are :
 x = 1 + x2,
 x = 2xx = 2(x + x3),
 x(3) = 2(1 + 3x2)x = 2(1 + 4x2 + 3x4),
 x(4) = 8(2x + 3x3)x = 8(2x + 5x3 + 3x5).
 Without finding any pattern, we are sure of that any order derivatives of x at t = 0 can be evaluated.In particular,
 x(0) = 0, x(0) = 1, x(0) = 0, x(3)(0) = 2, x(4)(0) = 0.
 Example 1.34. Assume that f = f is a scalar function of one variable x. Using f ′ for derivative,we compute the differential operator (f · ∇)k for k = 1, 2, 3 as follows:
 f · ∇ = fd
 dx
 (f · ∇)2 = fd
 dx
 (f
 d
 dx
 )= f2 d2
 dx+ ff ′
 d
 dx,
 (f · ∇)3 = fd
 dx
 (f2 d2
 dx+ ff ′
 d
 dx
 )= f3 d3
 dx3+ 3f2f ′
 d2
 dx2+ (f2f ′′ + ff ′2)
 d
 dx.
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 Applying to a function g ∈ C3(R;Rm), we have
 (f · ∇)3g =
 f3 d3
 dx3+ 3f2f ′
 d2
 dx2+ (f2f ′′ + ff ′2)
 d
 dx
 g = f3g′′′ + 3ff ′g′′ + (ff ′′ + f ′2)g′.
 Example 1.35. Let A = (aji ) be an n× n constant matrix. Regard x = (x1, · · · , xn)T as a column
 vector. Consider the linear system
 xi =n∑
 j=1
 ajixj , i.e. x = Ax ∀ t ∈ R.
 Then
 x = Ax = A2x, · · · , x(k) = Akx.
 Thus, x(k)(0) = Akx(0), so that
 x(t) =∞∑
 k=0
 x(k)(0)k!
 tk =∞∑
 k=0
 (At)k
 k!x(0) = eAtx(0).
 Suppose f is a smooth (C∞) function in a neighborhood of 0. We can construct a power seriesusing all the partial derivatives of f . Without knowledge of the convergence of the series, we calledit a formal series and write
 f(x) ∼∑
 α≥0
 cαxα(cα :=
 Dαx f(0)α!
 ).
 Definition 1.4. (i) Given two formal series f(x) ∼ ∑cαxα and g(x) ∼ ∑
 dαxα, we say f ismajorized by g or g is a majorant of f , expressed as f 4 g if
 |cα| ≤ dα ∀α ≥ 0.
 Similarly, f = (f1, · · · , fn) 4 g = (g1, · · · , gn) means fi 4 gi for all i = 1, · · · , n.(ii) Given formal series f(x) ∼ ∑
 aαxα and x(t) ∼ ∑cβtβ with c0 = 0, the formal series
 f(x(t)) is defined by
 f(x(t)) ∼∑
 α≥0
 aα
 ( ∑
 β>0
 cβtβ)α
 .
 Example 1.36. Using the Taylor expansion
 sinx = x− x3
 3!+ · · ·+ (−1)2k+1x2k+1
 (2k + 1)!+ · · ·
 ex − 1 = x +x2
 2!+ · · ·+ xn
 n!+ · · ·
 ln[1− x] = x +x2
 2+ · · ·+ xn
 n+ · · ·
 x
 1− x= x + x2 + · · ·+ xn + · · ·
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 we see that
 sin x 4 ex 4 ln(1− x) 4 x
 1− x.
 Example 1.37. Let f(x) = 11−x and x(t) = et − 1. Then f(x(t)) has the expansion
 11− [et − 1]
 ∼ 1 +(t + t2
 2 + t3
 6 + · · ·)
 +(t + t2
 2 + t3
 6 + · · ·)2
 +(t + t2
 2 + t3
 6 + · · ·)3
 + · · ·
 ∼∞∑
 n=0
 aktk
 where
 a0 = 1, a1 = 1, a2 = 12 + 1, a3 = 1
 6 + 1 + 1, · · · .
 In general, it is very hard to find an explicit formula for ak. Nevertheless, we only care about theradius of convergence. Since we know that f(x(t)) = 1
 2−et , that all the coefficients are positive, sothat, for any r ∈ (0, ln 2),
 ∞∑
 k=0
 |ak|rk =∞∑
 k=0
 akrk =1
 2− er< ∞.
 Thus, the radius of convergence of the series is ln 2.Similarly, for y(t) = ln(1− t), we can expand f(y(t)) as
 11− ln(1− t)
 ∼ 1 +(t + t2
 2 + t3
 3 + · · ·)
 +(t + t2
 2 + t3
 3 + · · ·)2
 +(t + t2
 2 + t3
 3 + · · ·)3
 + · · ·
 ∼∞∑
 k=0
 bktk.
 It is easy to see that 0 < ak 6 bk for all k > 0, so f(x(t)) 4 f(y(t)).
 Using (1.16) and (1.17) we see that if f is analytic on Q(ρ), then
 f(x) =∑
 cαxα 4 A(r)∑
 r−|α|xα =A(r)rn
 (r − x1) · · · (r − xn)∀x ∈ Q(r).
 The following theorem follows by the comparison test and a straight-forward calculation:
 Theorem 1.15. (i) Suppose f is analytic in Q(ρ). Then for every r ∈ (0, ρ) there exists a positiveconstant A(r) such that
 f(x) 4 A(r)rn
 (r − x1) · · · (r − xn)∀x ∈ Q(r).
 (ii) Suppose∑
 cαxα 4 g =∑
 dαxα which is analytic in Q(ρ) := Q(0, ρ). Then∑
 cαxα is alsoanalytic in Q(ρ).
 (iii) Suppose f 4 F and g 4 G where g(0) = G(0) = 0. Then f(g) 4 F (G).Consequently, if F (G) is analytic in Q(ρ) then f(g) is also analytic in Q(ρ).
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 Now consider power series solution to x = f(x). Assume that f is analytic in Q(ρ) and
 f(x) =∑
 aαxα ∀x ∈ Q(ρ).
 For x(t) =∑
 n≥1 cntn =∑
 n≥0 cn+1tn+1 to be a formal series solution, it suffices to have
 ∑
 n≥0
 (n + 1)cn+1tn =
 ∑aαt|α|(
 ∑
 m≥0
 cm+1tm)α
 in the sense that the coefficient matches. By a mathematical induction, we can show that
 cn+1 = Pn(aα; |α| ≤ n), ∀n ≥ 0
 where Pn is a polynomial of aα for |α| ≤ n, with positive coefficients. This fact leads us to thefollowing important observation.
 Theorem 1.16. Suppose x ∼ ∑n≥1 cntn and y ∼ ∑
 n≥1 dntn are formal power series solutionsto x = f(x) and y = F(y) respectively. If f 4 F, then x 4 y. Consequently, if y is analytic int ∈ (−δ, δ), so is x.
 Now suppose f is analytic in Q(ρ) and there exists a constant A(ρ) such that
 f(x) 4 F(x) =A(ρ)ρn
 (ρ− x1) · · · (ρ− xn)=
 ∑
 α≥0
 A(ρ)ρ−|α|xα.
 Consider the equation y = F(y) subject to y(0) = 0. By symmetry, we see that y = 1y(t) where1 = (1, · · · , 1) and y(t) solves
 y =A(ρ)ρn
 (ρ− y)n, y(0) = 0.
 The solution for y is given by
 y(t) = ρ− ρ(1− (n + 1)A(ρ)
 ρt)1/(n+1)
 .
 This function is analytic in (−T, T ) with T = ρ(n+1)A(ρ) .
 Hence, we have the following:
 Theorem 1.17. Assume that f is analytic in Q(ρ) for some ρ > 0. Then x = f(x) with initialvalue x(0) = 0 admits an analytic solution in a neighborhood of 0. In addition, if
 A(ρ) := supα≥0
 |Dαx f(0)| ρ|α|
 α!< ∞,
 then the existence interval of analytic solution is at least (−T, T ) where
 T =ρ
 (n + 1)A(ρ).
 Also, denoting 1 = (1, · · · , 1),
 x(t) 4 ρ
 1−(1− (n + 1)A(ρ)
 ρt)1/(n+1)
 1.
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 Example 1.38. Let X be a vector space and A : X → X be a linear operator. Consider the evolutionequation for unknown u : t ∈ [0,∞) → u(t) ∈ X:
 du(t)dt
 = Au(t) ∀t > 0, u(0) = g. (1.18)
 We can form a unique formal power series solution of the form
 u(t) ∼∞∑
 k=0
 tkAkg
 k!=: eAtg.
 If X = Rn and Ag = Ag where A is a n× n matrix, then eAtg = eAtg is a matrix operation.
 Now we consider a non-trivial extension by taking
 X = C∞(R;R), A : g ∈ X → Ag := g′′ .
 Denote by g(m) the mth order derivative of g. The formal series solution is
 u(t) ∼∞∑
 k=0
 tkg(2k)
 k!.
 In particular if g(s) ∼ ∑cmsm, then
 g(2k)(s) ∼∑ (j + 2k)!cj+2k
 j!sj , u(t, s) := u(t)(s) ∼
 ∑
 k
 ∑
 j
 (j + 2k)!cj+2k
 j!k!sjtk.
 This furnishes, in an ode point of view, a formal solution to the partial differential equation, foru(t) = u(t, ·),
 ∂u(t, s)∂t
 =∂2u(t, s)
 ∂s2, u(0, s) = g(s).
 Now assume that
 g(s) =∑
 cmsm 4 es =∑ sm
 m!, that is, |cm| ≤ 1/m! ∀m,
 then since the exact solution with initial value es is es+t we immediately see that
 u(t, s) ∼∑
 k
 ∑
 j
 (j + 2k)!cj+2k
 j!k!sjtk 4 es+t =
 ∞∑
 k=1
 (s + t)k
 k!.
 This implies that the formal series solution is uniformly convergent on (s, t) ∈ R2, and hence isan analytic solution on R2.
 We point out that there are fundamental differences between the heat equation (1.18) andthe wave equation
 ∂2u(t, s)∂t2
 =∂2u(t, s)
 ∂s2, u(t, 0) = g(s),
 ∂u(0, s)∂t
 = 0. (1.19)
 For (1.18), even if g is analytic on R, there may not exist an analytic solution in any small neigh-borhood of the origin. On the other hand, for (1.19), if g is analytic in a neighborhood of the origin,there is a unique analytic solution in a neighborhood of the origin.
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 SUMMARY
 1. Solutions to x = f(x) with analytic f are analytic in its existence interval.
 2. The method of using majorant is quite often very effective in showing the convergence of apower series.
 Exercise 1.67. Assume f ∈ C∞(R;R). Expand (f ddx )4.
 Exercise 1.68. Assume x : R1 → R2 and f : R2 → R1. Suppose
 x(t) = (x(t), y(t)) ∼∑
 k≥1
 cktk = (c1, d1)t + (c2, d2)t2 + (c3, d3)t3 + · · · ,
 f(x, y) ∼∑
 aα(x, y)α = a0 + (a1x + a2y) + (a11x2 + 2a12xy + a22y
 2)
 +(a111x3 + 3a112x
 2y + 3a122xy2 + a222y3) + · · · .
 Denote h(t) = f(x(t), y(t)) ∼ ∑hktk. Write down explicitly the expressions for h0, h1, h2, h3, in
 terms of ck, dk and aα.
 Exercise 1.69. Suppose f is real analytic on Rn, i.e., for every x0 ∈ Rn, f(x) =∑
 (x−x0)αDαx f(x0)/α!
 for all x ∈ Rn sufficiently close to x0. Let x ∈ C1([a, b];Rn) be a solution to x = f(x) subject tox(0) = x0. Show that x is real analytic on [a, b] in the sense that for every t ∈ [a, b], there existsδ > 0 such that x = x0 +
 ∑cα(t− t0)α for all t ∈ (t0 − δ, t + δ).
 Exercise 1.70. (i) Write tan t =∑
 n≥0 antn, |t| < π/2. Using the fact that y = tan t solves y = 1+y2
 show that
 a0 = 0, a1 = 1, a2 = 0, a3 = 1/3, an+1 =1
 n + 1
 n∑
 i=0
 aian−i ∀n ≥ 2.
 (ii) Show that the following problem has an analytic solution:
 x = t2 + x2 ∀t ∈ (−π2 , π
 2 ), x(0) = 0.
 [Hint: Write the solution in formal series x(t) ∼ ∑bktk, first show that
 b0 = 0, b1 = 0, b2 = 0, b3 = 1/3, bn+1 =1
 n + 1
 n∑
 i=0
 bibn−i ∀n ≥ 4.
 Then show that x(t) 4 tan t.]
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 Exercise 1.71. Consider the initial value problem of a partial differential equation for u : R2 → R:
 ∂u(s, t)∂t
 = a(s)∂u(s, t)
 ∂s+ b(s)u(s, t), u(s, 0) = u0(s).
 Suppose all a, b, u0 are analytic near s = 0.
 1. Show that there exists a unique formal power series solution of the form
 u(s, t) ∼∞∑
 k=0
 uk(s)tk,
 uk(s) ∼ 1k!
 (a(s)
 d
 ds+ b(s)
 )k
 u0(s) =∞∑
 m=0
 dkmsm
 u(s, t) ∼∞∑
 k=0
 ∞∑m=0
 dkmtksm.
 2. Suppose a(s) 4 a(s), b(s) 4 b(s) and u0(s) 4 u(s). Let u(s, t) ∼ ∑∞m,k=0 dkmtksm be the
 formal power series of the solution corresponding to a, b and u. Show that u(s, t) 4 u(s, t).
 3. Suppose a(s) = M/(ρ − s), b(s) = M/(ρ − s)2 and u0(s) = M/(ρ − s). Show that uk =2kMk+1(ρ− s)−2k−1 and that
 u(s, t) =M(ρ− s)
 (ρ− s)2 − 2Mt.
 4. Show that if a, b, u0 are analytic near the origin, then the series for u converges in a smallneighborhood of the origin, so it provides an analytic solution in a neighborhood of the origin.
 Exercise 1.72. (1) Verify that the following is a solution to the heat equation:
 U(t, s) =1√
 1− 4tes2/(1−4t).
 Suppose g 4 U(0, s). Show that the corresponding formal series satisfies u(t, s) 4 U(t, s). Conse-quently, if g is analytic and g 4 es2
 , then the heat equation (1.18) admits a unique analytic solutionfor (s, t) ∈ R× (−1/4, 1/4).
 (2) For g(s) = 1/(1− s) and g(s) = es3respectively, show that the radius of convergence of the
 formal power series solution for the heat equation is zero.
 Exercise 1.73. Assume that g is analytic in a neighborhood of the origin. Show that the waveequation (1.19) admits a unique analytic solution near the origin.
 [Hint: Write u(s, t) ∼ ∑gn(s)tn. Then g2k+1 ≡ 0 and g2k = g(2k)(s)/(2k)!. Consequently,
 u(s, t) ∼ 12
 ∑g(n)(s)tn/n! + 1
 2
 ∑g(n)(s)(−t)n/n! = 1
 2 [g(s + t) + g(s− t)].
 Exercise* 1.74. Suppose f(x) =∑∞
 k=0 akxk, x ∈ C, is holomorphic in Q(1) and x(t) =∑∞
 k=0 cktk, t ∈C, is holomorphic in Q(R). Assume that |x(t)| < 1 for all t ∈ z ∈ C | |z| < R. Show that f(x(t))is holomorphic in Q(R) and f(x(t)) =
 ∑k ak(
 ∑l clt
 l)k.
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 1.12 Chapter Summary
 This chapter addresses mainly the well-posedness of the IVP
 d
 dtx(t, λ) = f(x(t, λ), t, λ) ∀ t ∈ (a, b), x(a, λ) = x0(λ)
 where λ ∈ Rm is a parameter.
 1. Weak Formulation. The following integral equation can be used for a continuous functionto be defined as a (weak) solution to the IVP:
 x(t, λ) = x0(λ) +∫ t
 a
 f(x(s, λ), s, λ) ds ∀ t ∈ [a, b).
 2. Existence. Fix λ. If f(·, ·, λ) ∈ C(Rn×[a,B];Rn) then there exists a solution x ∈ C([a, b);Rn)where either b = B or B < b and limtb ‖x(t)‖ = ∞.
 In particular, if f(·, ·, λ) ∈ C(Rn × [a,∞);Rn) and has a linear growth in the first argument,then the IVP admits a global in time solution x ∈ C([a,∞);Rn).
 3. Uniqueness. If f(x, t, λ) is (locally) Lipschitz in x, a solution to IVP is unique.
 4. Continuous dependence. Uniqueness implies continuous dependence; that is, if f and x0
 depend on λ continuously and the IVP admits a unique solution x(·, λ0) at λ0, then for everyλ sufficiently close to λ0, there is a solution x(·, λ) to the IVP and limλ→λ0 x(·, λ) = x(·, λ0).
 5. Regularity. If f ∈ Cm, then x ∈ Cm+1. If f ∈ C∞, then x ∈ C∞. If f ∈ Cω, then x ∈ Cω.
 These basic ode theories constitute a foundation for many areas of mathematics, such as infi-nitely dimensional dynamical system, integral-differential equations, partial differential equations,etc. Quite often, ode models are prototypes of many advanced ones; many advanced theories aredirect extensions of the elementary ode theories.
 In establishing these results, introduced are a number of tools and theories, including
 1. Banach space and calculus on Banach spaces,
 2. Contracting Mapping theorem and Picard’s iteration procedure,
 3. Compactness, equicontinuous, Ascoli-Zrzera Theorem, diagonal process,
 4. Compact operator and Schauder’s fixed point theorem,
 5. Gronwall’s inequality,
 6. majorant and majorization.
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 Last Home Work
 Problem 1. Show that when λ < 0, x(t) := λ for all t ∈ R is the only solution to x =√
 max0, xon R with initial value x(0) = λ.
 Problem 2. Let T : C([0, 2π];R) → C([0, 2π];R) be defined by
 T[x](t) = sin(2t) +12π
 ∫ 2π
 0
 sin[t + x(s)] ds ∀t ∈ [0, 2π], x ∈ C([0, 2π];R).
 Show that there exists one and only one fixed point of T in C([0, 2π];R).
 Problem 3. Let X = C([0, 1];R), u0 ∈ X and K ∈ C([0, 1]2;R). Show that there exists a uniquesolution u ∈ C1([0,∞);X) to
 d
 dtu(t, ·) = −u(t, ·) +
 ∫ 1
 0
 K(·, y)u(t, y)dy in X ∀ t > 0, u(0, ·) = u0(·).
 Problem 4. Consider the function
 u(t) =∞∑
 n=1
 sin(n3t)n2
 ∀ t ∈ R.
 Show that |u(t)− u(s)| 6 5|t− s|1/3 for any t, s ∈ R.
 Problem 5. Suppose T > 0, R ∈ C1([0, T );R), R(0) > 0, limtT R(T ) = ∞, and
 dR
 dt≤ R2(t) ∀ t ∈ [0, T ).
 Show that T > 1/R(0).
 Problem 6. Suppose g ∈ C2(R,R) and g(0) = 0. For each a ∈ R, let x(a, ·) be the solution to
 d
 dtx(a, t) = g(x(a, t)), x(a, 0) = a.
 Show that
 ∂x
 ∂a
 ∣∣∣a=0
 = eg′(0)t,∂2x
 ∂a2
 ∣∣∣a=0
 =
 g′′(0)t if g′(0) = 0,
 g′′(0)g′(0) e2g′(0)t − eg′(0)t if g′(0) 6= 0.
 Problem 7. Assume that x ∈ C∞(R1;R2) and f ∈ C∞(R2 → R1). Suppose
 x(t) = (x(t), y(t)) ∼∑
 k≥1
 cktk = (c1, d1)t + (c2, d2)t2 + (c3, d3)t3 + · · · ,
 f(x, y) ∼∑
 aα(x, y)α = a0 + (a1x + a2y) + (a11x2 + 2a12xy + a22y
 2)
 +(a111x3 + 3a112x
 2y + 3a122xy2 + a222y3) + · · · .
 Denote h(t) = f(x(t), y(t)) ∼ ∑hktk. Write down explicitly the expressions for h0, h1, h2, h3, in
 terms of ck, dk and aα.
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 Problem 8. Show that the following problem has an analytic solution:
 x = t2 + x2 ∀t ∈ (−π2 , π
 2 ), x(0) = 0.
 Problem 9. Calculate the first order, second order, and third order directional derivatives of f :X := L2((0, 1)) → Y := L1((0, 1)) defined by
 f [u](t) = sin(u(t)) ∀t ∈ (0, 1) ∀u ∈ L2((0, 1)).
 Show that f ∈ C2(X;Y) but f 6∈ C3(X;Y).
 Problem 10. Writing x = (x1, · · · , xn) and f(x) = (f1(x), · · · , fn(x)), transform the calculations ofthe derivatives (up to fourth order) of x and Φ (from Runge-Kutta) in the conventional forms, e.g.
 x = f(x), x =n∑
 i=1
 fi(x)∂f(x)∂xi
 ,...x =
 n∑
 i=1
 n∑
 j=1
 fifj∂2f
 ∂xi∂xj+
 n∑
 j=1
 n∑
 i=1
 fj∂fi
 ∂xj
 ∂f∂xi
 .
 Using these expressions and the Runge-Kutta scheme verify that Φ(4)(0) = x(4)(0).
 Problem 11. Solve the following system of differential equations
 x = x− y + sin t, y = x + y + cos t.
 Problem 12. Let f(x, t) be continuous in (x, t) and Lipschitz continuous in x. Assume that x(·)and x+(·) satisfy
 x+(t) > f(x+(t), t), x(t) = f(x(t), t) ∀ t ∈ [0, 1], x+(0) > x(0).
 Show that x+(t) > x(t) for all t ∈ [0, 1].
 Problem 13. Let L = − d2
 dx2 + p(x) ddx + q(x) where p, q ∈ C([0, 1]) and q > 0 on (0, 1). Suppose
 Lu ≥ Lv in (0, 1), u(0) ≥ v(0), u(1) ≥ v(1).
 Show that either u > v in (0, 1) or u ≡ v on [0, 1].
 Problem 14. Let p ∈ C([0, 1];R) and f ∈ C1(R;R) be given. Denote N [u] = −u′′ + p u′ − f(u) andX := u ∈ C2([0, 1];R) | u(0) = u(1) = 0. Suppose there exist
 w−, w+ ∈ X satisfying w− 6 w+, N [w−] 6 0 6 N [w+] on [0, 1].
 Show that there exists at least one u ∈ X satisfying N [u] = 0 and w− 6 u 6 w+ on [0, 1].
 Problem 15. Let Lφ = −φ′′ + φ. Solve the eigenproblem, for (λ, φ) ∈ C×C2([0, 1];C), to Lφ = λφ
 on (0, 1) with the following boundary conditions: φ(0) = 0 = φ′(π).
 Problem 16. Consider the system x = x − y2, y = 2y + 4x2. Suppose we express the trajectorythat connects the origin as a graph y = h(x) or x = g(y). Find coefficients a1, a2, a3 such thath(x) = a1x + a2x
 2 + a3x3 + O(x4) or g(y) = a1y + a2y
 2 + a3y3 + O(y4) near the origin.
 Problem 17. Find all trajectories to the plane system x = y, y = sin x. Indicate the stable andunstable manifold of all equilibria. Point out homoclinic and heteroclinic orbits, if there are any.
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Chapter 2
 Certain ODE Tools
 In this chapter, we introduce a numbers of techniques that are commonly used in ode study.
 2.1 Calculus of Variation
 Introduced here are a few direct extensions of important ideas from linear algebra and multi-variablecalculus. They have potential applications in many areas such as partial differential equations anddifferential geometry.
 In multi-variable calculus, partial derivatives are defied in terms of functions of one variables.For example, if f(x, y) is a function of (x, y) ∈ R2, then ∂f
 ∂x (x, y) is the ordinarily derivative of thefunction f(·, y) of one variable, where y is regarded as a constant. When the definite space dimensionis infinite, same idea can be used to define partial derivatives.
 Definition 2.1. Let X and Y be Banach spaces, Ω ⊂ X be an open domain, and f : Ω → Y be afunction. Given (x,v1, · · · ,vm) ∈ Ω×Xm, the mth order variation or directional derivative off at x in the directions v1 ⊗ · · · ⊗ vm is iteratively defined as follows:
 〈Df(x),v〉 := limt→0
 f(x + tv)− f(x)t
 ,
 〈Dmf(x),v1 ⊗ · · · ⊗ vm〉 := limt→0
 〈Dm−1f(x + tvm),⊗m−1i=1 vi〉 − 〈Dfm−1(x),⊗m−1
 i=1 vi〉t
 .
 If Dmf : (x,v1, · · · ,vm) ∈ Ω ×Xm → 〈Dmf(x),⊗vmi=1〉 ∈ Y is continuous, then f is said to
 be in Cm(Ω,Y).
 Example 2.1. Suppose X = Rn,Y = R and f : Rn → R is in Cm(Rn,R). Let e1, · · · , en be thecoordinate vectors. Then
 〈Df(x), ei〉 = limt→0
 f(x + tei)− f(x)t
 =∂f(x)∂xi
 ∀ i = 1, · · · , n.
 77
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 Also, for any v = (v1, · · · , vn),w = (w1, · · · , wn), and vk = (v1k, · · · , vn
 k ), k = 1, · · · ,m, by thechain rule,
 〈Df(x),v〉 =d
 dtf(x + tv)
 ∣∣∣t=0
 =n∑
 i=1
 vi ∂f(x)∂xi
 ,
 〈Df(x),v ⊗w〉 =∑
 i=1
 vi d
 dt
 ∂f(x + tw)∂xi
 ∣∣∣t=0
 =n∑
 i=1
 n∑
 j=1
 viwj ∂2f(x)∂xi∂xj
 ,
 〈Dmf(x),⊗mk=1vk〉 =
 n∑
 i1=1
 · · ·n∑
 im=1
 vi11 · · · vim
 m
 ∂mf(x)∂xi1 · · · ∂xim
 .
 Example 2.2. Let f : X := C([0, π];R) → Y = R be defined by f [u] =∫ π
 0u(x) sin xdx. Then
 〈Df [u], v〉 =d
 dt
 ∫ π
 0
 u(x) + tv(x) sin x dx∣∣∣t=0
 =∫ π
 0
 v(x) sin xdx ∀u, v ∈ X,
 〈D2f [u], v ⊗ w〉 =d
 dt〈Df [u + tw], v〉
 ∣∣∣t=0
 = 0 ∀u, v, w ∈ X.
 That the second variation is zero means the function is an afine, i.e., a linear function plus aconstant function.
 Example 2.3. Let f : X := C1([0, 1];R) → Y = C([0, 1];R) be defined by f [u] = uu′. Then
 〈Df [u], v〉 =d
 dt(u + tv)(u′ + tv′)
 ∣∣∣t=0
 = vu′ + v′u ∀u, v ∈ X,
 〈D2f [u], v ⊗ w〉 =d
 dtv(u′ + tw′) + v′(u + tw)
 ∣∣∣t=0
 = vw′ + v′w ∀u, v, w ∈ X.
 〈D3f [u], v ⊗ w ⊗ z〉 = 0 ∀u, v, w, z ∈ X.
 Example 2.4. Let X = u ∈ C2([0, 1];R) | u′(0) = u′(1) = 0. Define E : X → R by
 E [u] =∫ 1
 0
 12u′(x)2 + 1
 2q(x)u2(x)− u(x)f(x)
 dx
 where q, f ∈ C([0, 1];R) are given functions. Then
 〈DE [u], v〉 =∫ 1
 0
 u′v′ + quv − vfdx =∫ 1
 0
 −u′′ + qu− fv dx,
 〈D2E [u], v ⊗ w〉 =∫ 1
 0
 v′w′ + qvwdx ∀u, v, w ∈ X,
 〈D3E [u], v ⊗ w ⊗ z〉 = 0 ∀u, v, w, z ∈ X.
 Suppose U ∈ X is a minimizer of E, i.e.
 E(U) = minu∈X
 E(u).
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 Then DE(U) = 0. This implies that U solves
 −U ′′ + qU = f in (0, 1), U ′(0) = U ′(1) = 0.
 One can show that if q > 0, a minimizer exists and is unique since at every u ∈ X, D2E(u) ispositive-definite on X2:
 〈D2E(u), v ⊗ w〉 = 〈D2E(u), w ⊗ v〉,
 〈D2E(u), v ⊗ v〉 =∫ 1
 0
 qv2 + v′2dx > 0 ∀ v 6= 0.
 In calculus of variation, for a generic functional E : X → R, the notation δE , instead DE , is usedand is called the first variation. Similarly, δ2E , instead of D2E , is used and is called the secondvariation. A critical point is an x ∈ X such that δE(x) = 0. A critical point is called stable ifδ2E is positive-definite; i.e. x is a local minimizer of E .
 Suppose f ∈ C1(Ω,Y). Fix x ∈ Ω. We want to show that 〈Df(x), ·〉 is a linear function fromX to Y. For every v ∈ X and c ∈ R \ 0,
 〈Df(x), cv〉 := limt→0
 f(x + ctv)− f(x)t
 = limh→0
 f(x + hv)− f(x)h/c
 = c 〈Df(x),v〉
 where we have made the change of variable h = ct. Hence, 〈Df(x), cv〉 = c〈Df(x),v〉. The equationholds clearly for c = 0.
 Also, for some small δ > 0, the function t ∈ (−δ, δ) → f(x + tv) is differentiable and thederivative t → 〈Df(x + tv),v〉 is a continuous function. Hence, by the Fundamental Theorem ofcalculus,
 f(x + tv)− f(x) =∫ t
 0
 d
 dsf(x + sv)ds =
 ∫ t
 0
 〈Df(x + sv),v〉ds = t
 ∫ 1
 0
 〈Df(x + θtv,v〉dθ.
 Now for every w ∈ X and small t,
 f(x + t(v + w))− f(x) = [f(x + tv + tw)− f(x + tw)] + [f(tw)− f(x)]
 = t
 ∫ 1
 0
 〈Df(x + tw + θtv),v〉dθ + t
 ∫ 1
 0
 〈Df(x + θtw),w〉dθ.
 Dividing both side by t, sending t → 0 and using the continuity of Df we then obtain 〈Df(x),v +w〉 = 〈Df(x),v〉 + 〈Df(x),w〉. Thus, 〈Df(x), ·〉 is a linear operator from X to Y. Since thisoperator is continuous at the origin, it is also bounded. Hence
 Lemma 2.1. Suppose X,Y are Banach spaces, D is an open set of X and f ∈ C1(Ω;Y). Then forevery x ∈ Ω, 〈Df(x), ·〉 is a bounded linear function from X to Y.
 If f ∈ Cm(Ω;Y), then g := Dmf(x) : (v1, · · · ,vm) ∈ Xm → 〈Dmf(x),⊗mi=1vi) ∈ Y is a
 symmetric m-linear function; that is, it is linear in each argument and invariant under argumentinterchanges; more precisely, for every c ∈ R,w,v1, · · · ,vm ∈ X,
 g(v1 + cw,v2, · · · ,vm) = g(v1,v2, · · · ,vm) + c g(w,v2, · · · ,vm),
 g(· · · ,vi, · · · ,vj , · · · ) = g(· · · ,vj , · · · ,vi, · · · ).
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 Clearly when m > 1, g = Dmf(x) is not linear in Xm, since, for example, in X2, the vector additionis defined as
 (v1,w1) + c(v2,w2) := (v1 + cv2,w1 + cw2).
 The tensor space ⊗mi=1X is a space that is introduced to make g = Dmf(x) : ⊗m
 i=1X → Ylinear. For simplicity, consider m = 2 and the dimension of X is finite.
 Suppose e1, · · · , en is a basis of X. The tensor space X ⊗X is a vector space with basisei ⊗ ejn
 i,j=1; more precisely,
 X⊗X := ∑
 aijei ⊗ ej | aij ∈ R ∼= Rn2 ∼= Mn(R),
 ∑aijei ⊗ ej + c
 ∑bijei ⊗ ej :=
 ∑(aij + cbij)ei ⊗ ej .
 That D2f(x) is linear in X⊗X → Y can be seen from the following
 [v1 + cv2]⊗ [w1 + w2] = v1 ⊗w1 + cv2 ⊗w1 + v1 ⊗w2 + cv2 ⊗w2.
 If X is an n-dimensional space, then Xm is mn-dimensional, whereas ⊗mi=1X is nm dimensional.
 We point out that Dmf(x) : (v1, · · · ,vm) ∈ Xm → 〈Df(x),⊗mi=1vi〉 is a m-linear and symmet-
 ric function on Xm. The function Dmf(x) : ⊗mi=1vi → 〈Df(x),⊗m
 i=1vi〉 can be extended uniquelyas a linear functional on ⊗m
 i=1X.
 Now we present an example from differential geometry demonstrating the use of generalizedderivatives via calculus of variation.
 Example 2.5.
 Let f ∈ C∞(R2;R) be a smooth function. Then M := (x, f(x)) ∈ R3 | x = (x1, x2) ∈ R2 is asmooth 2-dimensional surface. For an infinitesimal “line” segment from (x, f(x)) to (x + dx, f(x +dx)), its infinitesimal length d` can be calculated by the pythagorean theorem
 (d`)2 = (dx1)2 + (dx2)2 + (fx1dx1 + fx2dx2)2 =2∑
 i,j=1
 gij(x)dxidxj
 where
 x = (x1, x2), g11 = 1 + f2x1 , g12 = g21 = fx1fx2 , g22 = 1 + f2
 x2 .
 If we use x = (x1, x2) ∈ R2 as coordinates for M, then M can be regarded as R2, provided thatthe distance between x and x + dx is defined as d` =
 √∑gijdxidxj . Thus, as far as metric is
 concerned, M can be recorded as (R2, g). Here for each x ∈ R2, g(x) = (gij(x))2×2 is a positivedefinite matrix, called the metric of R2 uM. For example, given a map of the United States ofAmerica, we need a metric to calculate the distance from one city to another. An approximation ofthe metric is typically supplied by what we called the scale of the map.
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 Now consider a generic metric space (R2, g). Given a smooth curve γ we can parameterize itby γ := x(t) | t ∈ [0, 1] on R2 where |x| > 0. The length of γ can be calculated by
 L(x) :=∫ 1
 0
 √∑gij(x(t)) xi(t) xj(t) dt.
 Thus, the length can be regarded as a functional from x ∈ C1([0, 1];R2) to L(x) ∈ [0,∞).A geodesic is a curve that has minimum length among all curves having the same end points.
 Suppose γ = x(t) | t ∈ [0, 1] is a geodesic. Given any smooth y = (y1, y2) ∈ C2([0, 1];R) satisfyingy(0) = (0, 0), y(1) = (0, 0), the curve γ(s) := x(t) + sy(t) | t ∈ [0, 1] is also a curve having thesame end points as γ. We calculate the variation of γ in the direction y by
 〈DL(x), y〉 :=d
 dsL(x + sy)
 ∣∣∣s=0
 =∫ 1
 0
 ∑ij gij [xiyj + yixj ] +
 ∑i,j,k gij,xk xixjyk
 2√∑
 ij gij xixjdt.
 Quite often a geodesic is smooth, so assuming x ∈ C2([0, 1];R2) we can use symmetry gij = gji andintegration by parts to obtain
 〈DL(x), y〉 =∫ 1
 0
 ∑
 k
 yk ∑
 ij gij,xk xixj
 2√∑
 ml gmlxmxl− d
 dt
 ∑i gkix
 i
 √∑ml gmlxmxl
 dt.
 At a geodesic, 〈DL(x), y〉 = 0 for all y, so we obtain the geodesic equation∑
 ij gij,xk xixj
 2√∑
 ml gmlxmxl− d
 dt
 ∑i gkix
 i
 √∑ml gmlxmxl
 = 0 ∀ k = 1, 2, t ∈ (0, 1).
 This is a system of two odes for two unknown functions x1, x2.If t is an arclength parameter, i.e. γ = x(t) | t ∈ [0, L] where
 ∑ij gij(x(t))xi(t)xj(t) = 1,
 then the geodesic equation becomes∑
 i
 gkixi = 1
 2
 ∑
 ij
 gij,xk xixj −∑
 ij
 gki,xj xixj , ∀ k = 1, 2, t ∈ [0, L].
 Denote by (gkl) the inverse matrix of (gij). The above equation can be written as
 xl =∑
 k,i
 glkgkixi = 1
 2
 ∑
 i,j,k
 glkgij,xkxixj − 1
 2
 ∑
 i,j,k
 glkgki,xj xixj + gkj,xi xixj.
 Using the Christoffel symbol
 Γlij := 1
 2
 ∑
 k
 glk∂gki
 ∂xj+
 ∂gkj
 ∂xi− ∂gij
 ∂xk
 .
 The geodesic equations can be written as
 xl +∑
 i,j
 Γlij(x)xixj = 0 ∀ l.
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 Example 2.6.
 We provide another example from physics. Consider the energy functional,
 E(u) =∫ 1
 0
 12ε2u2
 x(x) + 14
 (1− u2(x)
 )2dx, u ∈ X =
 v ∈ C2([0, 1])
 ∣∣∣∫ 1
 0
 v(x)dx = 0
 where ε > 0 is a parameter. Here 12ε2
 ∫ 1
 0u2
 xdx is referred to as the kinetic energy whereas14
 ∫ 1
 0(1− u2)2dx the potential energy.If u ∈ X is a local minimizer, then DE(u) = 0. For every w ∈ C1([0, 1]), denoting w =∫ 1
 0w(x)dx, we have w − w ∈ X so
 0 = 〈δ E(u), w − w〉 =∫ 1
 0
 ε2uxwx − (1− u2)u(w − w)
 = ε2uxw∣∣∣1
 0+
 ∫ 1
 0
 w− ε2uxx − u(1− u2)
 dx +
 ∫ 1
 0
 w(x)dx
 ∫ 1
 0
 [1− u2(y)]u(y)dy
 = ux(1)w(1)− ux(0)w(0) +∫ 1
 0
 w− uxx − 4(1− u2)u + λ
 dx
 where λ :=∫ 1
 0[1 − u2]udx. Since this equation is true for every w, we then see that u must satisfy
 the so called Euler-Lagrange Equation associated with the functional,
 ε2uxx = 4(1− u2)u− λ in (0, 1), ux(0) = ux(1) = 0,
 ∫ 1
 0
 u(x)dx = 0.
 Note that u ≡ 0 is a solution to the Euler-Lagrange equation. When ε is very small, it is easy toverify that u ≡ 0 is not a global minimizer of E in X. On the other-hand, one can show that whenε is sufficiently large, u ≡ 0 is the unique global minimizer of E in X. We omit the details.
 SUMMARYDirectional derivatives, also called variations, are direct extensions of partial derivatives in
 classical calculus.Tensors, and tensor spaces, are natural and convenient mathematical tools for high order direc-
 tional derivatives.In differential geometry, the study of geodesic (shortest curves connecting two give points) leads
 to a system of odes, the geodesic equations. Also, variations of arclength functional leads to thenatural intrinsic fundamental forms.
 Exercise 2.1. Suppose L : X → Y is linear and continuous. Show that L ∈ C∞(X;Y) and D2L ≡ 0.Conversely, if L ∈ C2(X;Y) and D2L ≡ 0, then L is linear.
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 Exercise 2.2. Calculate the first order, second order, and third order directional derivatives of thefollowing functions:
 1. f : R2 → R1,
 f(x, y) = a + a1x + a2y + a11x2 + a12xy + a21yx + a22y
 2 + 3a112x2y ∀ (x, y) ∈ R2
 where a, a1, a2, a11, a12, a21, a22, a112 are all constants.
 2. f : Rn → R :
 f(x) = xa + xAx∗ +n∑
 i=1
 n∑
 j=1
 n∑
 k=1
 aijkxixjxk, ∀x = (x1, · · · , xn) ∈ Rn.
 Here a = (aj)1×n ∈ Rn is a column vector, A = (aij)n×n ∈ Mn(R) is a matrix, and x∗ ∈ Rn
 are the transpose of x respectively.
 3. f : C([0, 1];R]) → R,
 f(u) =∫ 1
 0
 u(s)2ds ∀u ∈ X = C([0, 1];R).
 4. f : C([0, 1];R) → C([0, 1];R):
 f [u](t) = u2(t) ∀t ∈ [0, 1] ∀u ∈ C([0, 1];R).
 5. f : X = C2([0, 1];R) → Y = C([0, 1];R):
 f [u](t) = u(t)u(t) ∀ t ∈ [0, 1] ∀u ∈ C2([0, 1];R).
 Show that f ∈ C∞(X;Y).
 6. f : X = C([0, 1];R) → X = C([0, 1];R):
 f [u](t) = sin(u(t)) ∀t ∈ [0, 1] ∀u ∈ C([0, 1];R).
 Show that f ∈ C∞(X;X).
 7. f : X := L1((0, 1)) → Y := L2((0, 1)):
 f [u](t) = sin(u(t)) ∀t ∈ (0, 1) ∀u ∈ L1((0, 1)).
 Show that f ∈ C(X;Y) but f 6∈ C1(X;Y).
 Here the Lp((0, 1)) norm is defined by
 ‖u‖p :=( ∫ 1
 0
 |u(t)|p)1/p
 .
 8. f : X := L2((0, 1)) → Y := L1((0, 1)):
 f [u](t) = sin(u(t)) ∀t ∈ (0, 1) ∀u ∈ L2((0, 1)).
 Show that f ∈ C2(X;Y) but f 6∈ C3(X;Y).
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 Exercise 2.3. Assume that f ∈ C2(Ω;Y).
 1. For every x ∈ Ω,v ∈ X and w ∈ X show that there exists δ > 0 such that the functiong : (t, s) ∈ B(0, δ) ⊂ R2 → g(t, s) := f(x + tv + sw) is a C2 function. In addition,
 〈Df(x),v ⊗ v〉 =∂2g(0, 0)
 ∂t2, 〈Df(x),v ⊗w〉 =
 ∂2g(0, 0)∂s∂t
 ,
 〈D2f(x),w ⊗ v〉 =∂2g(0, 0)
 ∂t∂s, 〈Df(x),v ⊗w〉 =
 ∂2g(0, 0)∂s2
 .
 2. Show that for each x ∈ Ω, the map D2f(x) : (v,w) ∈ X2 → 〈D2f(x),v ⊗w〉 ∈ Y is bi-linearand symmetric.
 Exercise 2.4. Let X = Rn (n = 1, 2, 3).
 1. Show that X⊗X ∼= Mn(R) (the vector space of n× n real matrices). Here the preservation ofvector addition and scalar multiplication under the proposed mapping has to be verified.
 2. Show that the mapping I : (v,w) ∈ X2 → v ⊗ w ∈ X ⊗ X is bilinear, but not linear. Alsoshow that when n > 2, I(X2) := I(v,w) | v,w ∈ X is not a subspace of X⊗X.
 3. Assume that f ∈ C2(X;R). Show that there exits a unique linear functional g : X ⊗X → Rsuch that g(v⊗w) = 〈D2f(0),v⊗w〉 for every v,w ∈ X. Also show that there exists a basise1, · · · , en such that
 g(ei ⊗ ej) = εiδij
 where εi(ε2i − 1) = 0 for all i, and δii = 1 for all i and δij = 0 for all i 6= j. Consequently, if
 Df(0) = 0, then writing x =∑
 xiei we have
 f(x) = f(0) + ε1x2i + · · ·+ εnx2
 n + o(|x|2).
 Exercise 2.5. Suppose X is a Banach space and E ∈ C(X;R). A point u ∈ X is called a localminimizer of E if there exists δ > 0 such that
 E(u) ≤ E(v) ∀ v ∈ B(u, δ) := v ∈ X | ‖u− v‖ < δ.
 The functional E is called (strictly) convex if
 E [tu + (1− t)v] < tE [u] + (1− t)E [v] ∀u, v ∈ X, u 6= v, t ∈ (0, 1).
 1. Suppose E ∈ C1(X;R) and u∗ is a local minimizer of E. Show that DE [u∗] = 0.
 2. Suppose E ∈ C2(X;R) is convex. Show that for every u ∈ X, D2E [u] is semi-positive-definiteon X2, i.e.,
 〈D2E [u], v ⊗ w〉 = 〈D2E [u], w ⊗ v〉, 〈D2E [u], v ⊗ v) ≥ 0 ∀ v, w ∈ X.
 3. Suppose E ∈ C(X,R) is convex. Show that a local minimizer, if it exists, is unique and is alsoa global minimizer.
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 4. Let X = Rn and E(x) = 12xAx∗−xb∗ for all x = (x1, · · · , xn) ∈ X. Here b = (b1, · · · , bn) ∈ Rn
 and A ∈ Mn(R) is a positive-definite matrix. Find minimizers of E.
 Exercise 2.6. Let a ∈ R and u ∈ X(a) be a global minimizer to
 E(v) :=∫ 1
 0
 12v2
 x(x) + 14 [v2(x)− 1]2
 dx in X(a) :=
 v ∈ C2([0, 1]
 ∣∣∣∫ 1
 0
 v(x) dx = a
 .
 Show that there exists λ ∈ R such that
 uxx = u3 − u + λ in (0, 1), ux(0) = ux(1) = 0,
 ∫ 1
 0
 u(x) dx = a.
 Exercise 2.7. Show that if x(·) = (x1(·), x2(·)) solves the geodesic equation, then
 d
 dt
 ∑
 ij
 gij(x(t))xi(t)xj(t) = 0.
 Exercise* 2.8. Suppose in drawing a map of the upper-hemisphere, we use (x1, x2) ∈ D =(x1, x2) ∈ R2 | x1x1 + x2x2 < 1 to represent the point (x1, x2,
 √1− x1x1 − x2x2) on the upper-
 hemisphere in the Euclidean space R3. Show that the metric is given by
 (gij)2×2 =1
 1− x1x1 − x2x2
 (1− x2x2 x1x2
 x1x2 1− x1x1
 ).
 Find the Christoffel symbol Γkij and the system of geodesic equations. Using (x, y) = (x1, x2), show
 that every solution to the geodesic equations represents an ellipse in D with the equation
 (ax + by)2 = c2(1− x2 − y2)
 for some (a, b, c) ∈ S2 := (x, y, z) ∈ R3 | x2 + y2 + z2 = 1.
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 2.2 Runge-Kutta Method
 The Euler’s method, although very useful theoretically, may converge very slowly when it is used asa numerical algorithm. In this section, we introduce a celebrated numerical method of Runge-Kutta,which is based on a systematic predictor-corrector approach for the initial value problem
 y(t) = g(y(t), t) ∀ t ∈ [a, b], y(a) = y0. (2.1)
 After introducing x := (y, t), f(x) := (g(x), 1) and x0 := (y0, a), this IVP is equivalent to
 x = f(x) in (a, b), x(a) = x0. (2.2)
 Note that if x = x(τ), then x(τ + ·) = z(x, ·) where z(x, ·) is the solution to
 z = f(z), z(x, 0) = x.
 Hence, if Φ(x, h) is an approximation of z(x, h), then it is also an approximation of x(τ + h). In aclassical approach, the numerical value xnew ≈ x(tnew) of the solution at a new time tnew is updatedfrom a current numerical value xcurrent ≈ x(tcurrent) at the current time tcurrent by the formula
 xnew = Φ(xcurent, tnew − tcurrent).
 Thus, each function Φ corresponds to a numerical scheme. Different function Φ corresponds todifferent update scheme (tnew, xnew) = (tcurrent +h, Φ(xcurrent, h)). A numerical scheme Φ is calledcompatible with the ode x = f(x) if
 limh→0
 Φ(x, h)− x
 h= f(x) ∀x ∈ Rn.
 In numerical simulation, the interval [a, b] is typically divided into subintervals with divisionpoints P = t0, · · · , tN with a = t0 < t1 < · · · < tN = b. The length hi = ti+1− ti, i = 0, · · · , N −1are called mesh sizes. It is not necessary to have a uniform mesh size. Given a scheme Φ, theapproximation xi of x(ti) is iteratively defined by
 x0 = x0, xi+1 = Φ(xi; ti+1 − ti) ∀ i = 0, 1, · · · , N. (2.3)
 The (fourth order) Runge-Kutta algorithm corresponds to the particular Φ defined as follows:
 k1 = f(x), k2 = f(x + hk1/2), k3 = f(x + hk2/2), k4 = f(x + hk3),
 Φ(x, h) = x + h
 16k1 + 1
 3k2 + 13k3 + 1
 6k4
 . (2.4)
 For the general (non-autonomous) initial value problem (2.1), the Runge-Kutta scheme can beobtained by transferring the scheme from x back to y:
 yi+1 = yi + hi
 16k1 + 1
 3k2 + 13k3 + 1
 6k4
 , hi := ti+1 − ti,
 k1 = g(yi, ti), k2 = g(yi + hi
 2 k1,ti+ti+1
 2 ), k3 = g(yi + hi
 2 k2,ti+ti+1
 2 ), k4 = g(yi + hik3, ti+1).
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 The complexity of the Runge-Kutta algorithm (2.4) is the same as performing four Euler ap-proximations in each step since it requires four evaluation of f . For theoretical analysis, we shallalso write the scheme as
 z0 = x, z1 = x + h2 f(z0), z2 = x + h
 2 f(z1), z3 = x + hf(z2),
 Φ(x, h) = x + h(
 16 f(z0) + 1
 3 f(z1) + 13 f(z2) + 1
 6 f(z3)).
 Example 2.7. If f(y, t) = f(t) is a scalar independent of y, the Runge-Kutta scheme reduces tothe Simpson’s quadrature rule:
 y(ti+1)− y(ti) =∫ ti+1
 ti
 f(t)dt ≈ ti+1 − ti6
 f(ti) + 4f( 1
 2 [ti + ti+1]) + f(ti+1)
 .
 Example 2.8. With equal division, h = 1/N, ti = ih, consider numerical schemes for the simpleyet illustrative example:
 x = f(x) := x ∀ t ∈ [0, 1], x(0) = 1.
 The Euler scheme gives, denoting xh(ti) = xi,
 xh(ti+1) = xi + hf(xi) = [1 + h]xh(ti), xh(1) = [1 + h]1/h .
 The relative error is
 |x(1)− xh(1)|x(1)
 = 1− e1h ln[1+h]−1 ≈ h
 2.
 For example, take N = 40 so h = 1/40 = 0.025, the relative error is
 |x(1)− xh(1)|x(1)
 ≈ 0.012.
 The Runge-Kutta method gives
 k1 = f(x) = x, k2 = (1 + h/2)x, k3 = (1 + h/2 + h2/4)x, k3 = (1 + h + h2/2 + h3/4)x,
 Φ(x, h) = [1 + h + h2/2 + h3/6 + h4/24]x,
 xh(ti+1) = [1 + h + h2/2 + h3/6 + h4/24]xh(ti), xh(1) = [1 + h + h2/2 + h3/6 + h4/24]1/h
 The relative error is
 |x(1)− xh(1)|x(1)
 ≈ 1h
 h− ln[1 + h + h2/2 + h3/6 + h4/24]
 ≈ h4
 120.
 For example, when N = 10 so h = 0.1 (same complexity as the Euler’s method with h = 0.025),
 |xh(1)− x(1)|x(1)
 < 7.7× 10−7.
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 Theorem 2.1. Assume that f ∈ C4 has a Lipschitz constant L. The Runge-Kutta scheme (2.3)-(2.4) is a fourth order numerical algorithm; namely, denoting by h the mesh size maxiti+1 − ti,
 |x(ti)− xi| = O(h4)
 eL(ti−a) − 1
 ∀ ti ∈ [a, b].
 Using tensor notation, the chain rule can be written in a compact vector form. Assume thatf : Rn → Rm and x : R→ Rn. Then f(x) : R→ Rm and
 d
 dtf(x(t)) = 〈Df(x), x〉,
 d2
 dt2f(x(t)) = 〈D2f(x), x⊗ x〉+ 〈Df(x), x〉,
 d3
 dt3f(x(t)) = 〈D3(x), x⊗ x⊗ x〉+ 〈D2f(x), x⊗ x + x⊗ x〉+ 〈D2f(x), x⊗ x〉+ 〈Df(x),
 ...x〉.
 = 〈D3f(x), x⊗ x⊗ x〉+ 3〈D2f(x), x⊗ x〉+ 〈Df(x),...x〉.
 Now consider the initial value problem
 z = f(z), z(0) = x.
 Direct differentiation gives
 z(0) = f(x),
 z(0) = 〈Df(x), z(0)〉...z (0) = 〈D2f(x), z(0)⊗ z(0)〉+ 〈Df(x), z(0)〉,
 ....z (0) = 〈D3f(x), z(0)⊗ z(0)⊗ z(0)〉+ 3〈D2f(x), z(0)⊗ z(0)〉+ 〈Df(x),
 ...z (0)〉.
 If these values z(k)(0), k = 1, 2, 3, 4, are used to calculate an O(h5) order approximation for z(h) bythe Taylor’s expansion
 z(h) = x + z(0)h +h2
 2z(0) +
 h3
 6...z (0) +
 h4
 24....z (0) + O(h5),
 there are quite a number of calculations needed since there are n first order, 12n(n+1) second order,
 16n(1+n)(2+n) third order, and 1
 24n(1+n)(2+n)(3+n) fourth order partial derivatives. One canimagine that the complexity of the calculation will be enormous when n is large.
 The Runge-Kutta method does not use any of the derivatives. As one can see from (2.4), inupdating from xi ≈ x(ti) to xi+1 ≈ x(ti+1), there are a total of 4 evaluation of f , plus a few vectoradditions. Clearly, in comparing with the Taylor expansion, the amount of computation is savedsignificantly.
 To estimate the error of the Runge-Kutta algorithm, we first estimate the local errors, e.g.errors produced in one step. For this, consider a general predictor–corrector method. In this
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 approach, the exact solution z(h) to z = f(z) subject to the initial value z(0) = x is approximatedby Φ(x, h) := zJ(h), which is defined, via intermediate predictors z0, · · · , zJ−1 as follows:
 z0(t) ≡ x, zj(t) := x + t
 j−1∑
 i=0
 βijf(zi(t)), j = 1, 2, · · · , J
 where J is a positive integer, βij , j = 1, · · · , J, i = 0, · · · , j − 1 are constants. Since almost all time
 of computation is consumed on the evaluation of f , one realizes that in the above scheme, onlyκi+1 := f(zi), i = 0, · · · , J − 1, needs to be evaluated, so there is a total of J evaluation of f (in eachtime step).
 In this approach, all those zi(h)’s, i = 1, · · · , J−1 are called predictors, whereas z1(h), · · · , zJ(h)are called the correctors. The exact solution z(h) will be approximated by zJ(h). To calculate thedifference zJ(h) − z(h), we shall use the Taylor expansion. For this purpose, we calculate thederivatives of zj :
 zj = x + t
 j−1∑
 i=0
 βij f(zi),
 zj =∑
 i
 βijf(zi) + t
 ∑
 i
 βij〈Df(zi), zi〉,
 zj = 2∑
 i
 βij〈Df(zi), zi〉+ t
 ∑
 i
 βij
 (〈D2f(zi), zi ⊗ zi〉+ 〈Df(zi), zi〉
 ),
 ...z j = 3
 ∑
 i
 βij
 (〈D2f(zi), zi ⊗ zi〉+ 〈Df(zi), zi〉
 )+
 +t∑
 i
 βij
 (〈D3f(zi), zi ⊗ zi ⊗ zi〉+ 3〈D2f(zi), zi ⊗ zi〉+ 〈Df(zi),
 ...z i〉
 ),
 ....z j = 4
 ∑
 i
 βij
 (〈D3f(zi), zi ⊗ zi ⊗ zi〉+ 3〈D2f(zi), zi ⊗ zi〉+ 〈Df(zi),
 ...z i〉
 )+ t· · · .
 At t = 0, we find, for each j = 1, · · · , J ,
 zj(0) = x = z(0),
 zj(0) =∑
 i
 βij f(x) = z(0)
 ∑
 i
 βij ,
 zj(0) = 2∑
 i
 βij〈Df(x), zi(0)〉 = 2z(0)
 ∑
 i
 βij
 ∑
 k
 βki ,
 ...z j(0) = 3〈Df(x), x(0)⊗ x(0)〉
 ∑
 i
 βij
 ( ∑
 k
 βki
 )2
 + 6〈Df(x), z(0)〉∑
 i
 βij
 ∑
 k
 βki
 ∑
 l
 βlk
 ....z j(0) = 4〈Df(x), x(0)⊗ x(0)⊗ x(0)〉
 ∑
 i
 βij
 ( ∑
 k
 βki
 )3
 +24〈D2f(x), z(0)⊗ z(0)〉∑
 i
 βij
 ∑
 k
 βki
 ∑
 l
 βli
 ∑m
 βml
 +⟨Df(x), 12〈D2f(x), z(0)⊗ z(0)
 ∑
 i
 βij
 ∑
 k
 βik
 ( ∑
 l
 βlk
 )2
 +24〈Df(x), z(0)〉∑
 i
 βij
 ∑
 k
 βki
 ∑
 l
 βlk
 ∑m
 βml
 ⟩.
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 Now we consider individual cases J = 1, 2, 3, 4, respectively.
 The First Order Scheme
 Set J = 1. We require z1(0) = z(0). This is equivalent to require β01 = 1, so the resulting
 scheme is
 Φ(x, h) = x + hf(x).
 This is the Euler’s method. The corresponding scheme for (2.1) is
 yi+1 = yi + (ti+1 − ti) g(xi, ti).
 It produces a local error of size O(h2i ). Overall error is
 ∑ni=1 O(h2
 i ) = O(h)∑
 i hi = O(h). In eachstep, the Euler’s method requires one evaluation of f .
 The Second Order Schemes
 Next consider the case J = 2. We want z2(0) = z(0) and z2(0) = x(0). This is equivalent toask
 β02 + β1
 2 = 1, β12β0
 1 = 12 .
 As one can see, there are infinitely many solutions. Nevertheless, there are two notable specialchoices of the solutions.
 (1) Take β01 = 1/2, β0
 2 = 0, β12 = 1. The resulting scheme is
 z∗ = x + 12hf(x), Φ(x, h) = x + hf(z∗).
 This is the modified Euler’s method. The corresponding scheme for (2.1) is
 z∗ = yi + 12hig(yi, ti), yi+1 = yi + hig(z∗, ti + 1
 2hi).
 This is in essence the midpoint quadrature rule:∫ ti+1
 ti
 g(y(t), t)dt ≈ (ti+1 − ti)g(y(ti + 1
 2hi), ti + 12hi
 )
 where y(ti + 12hi) is approximated by z∗.
 (2) The Heun’s method (1900) corresponds to the choice: β01 = 1 and β0
 2 = β12 = 1
 2 , resultingthe scheme
 z∗ = x + h f(x), Φ(x) = x + h(
 12 f(x) + 1
 2 f(z∗)
 ).
 For (2.1), this gives the iteration
 κ1 := g(yi, ti), κ2 = gf(yi + hiκ1, ti+1), yi+1 = yi + hi
 (12κ1 + 1
 2κ2
 ).
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 This is equivalent to the trapezoid quadrature rule,
 ∫ ti+1
 ti
 f(x(t))dt ≈ ti+1 − ti2
 f(x(ti)) + f(x(ti+1)
 with x(ti+1) being replaced by the predictor z∗.
 Both methods have a local error O(h3) and overall error∑
 i O(h3i ) = O(h2)
 ∑hi = O(h2). In
 each step, both methods require two evaluations of f .
 The Third Order Scheme
 Take J = 3 and we want z3(0) = z(0), z3(0) = z(0) and...z 3(0) =
 ...z (0). For this, it is necessary
 and sufficient to have
 β03 + β1
 3 + β23 = 1,
 β13β0
 1 + β23 [β0
 2 + β12 ] = 1
 2 ,
 β13 [β0
 1 ]2 + β23 [β0
 2 + β12 ]2 = 1
 3 , β23β1
 2β01 = 1
 6 .
 Again this system has infinitely many solutions. There are two relatively simple ones.
 (i) β01 = 1/3, β0
 2 = 0, β12 = 2/3, β0
 3 = 1/4, β13 = 0, β2
 3 = 3/4. This corresponds to the scheme
 z∗ = x + 13hf(x), z∗ = x + 2
 3hf(z∗), Φ(x, h) = x + h(
 14 f(x) + 3
 4 f(z∗)
 ).
 Note that z∗ is a second order approximation of z(h/3), z∗ is a third approximation of z(2h/3), andΦ(x, h) is a fourth order approximation of z(h). In terms of (2.1), the scheme can implemented bythe iteration
 κ1 = g(yi, ti), κ2 = g(yi + 13hκ1, ti + 1
 3hi), κ3 = g(yi + 23hκ2, ti + 2
 3hi),
 yi+1 = yi + hi
 (14κ1 + 3
 4κ3
 ).
 This corresponds the quadrature rule
 ∫ h
 0
 f(t) dt = hf(0) + 12f ′(0)h2 + 1
 6f ′′(0)h3 + O(h4)
 = h(
 14f(0) + 3
 4f( 23h)
 )+ O(h4).
 (2) There is another choice of parameter worth noting: β02 = 0, β0
 3 = 0,
 β01 = 0.892 550 232 934 686 651 654,
 β02 = 0, β1
 2 = 0.287 712 943 868 769 753 654,
 β03 = 0, β1
 3 = 0.350 982 090 504 169 619 222, β23 = 0.649 017 909 495 830 380 778.

Page 98
                        

92 CHAPTER 2. CERTAIN ODE TOOLS
 This gives a third order scheme
 k1 = f(x), k2 = f(x + β01hk1), k3 = f(x + β1
 2hk2), Φ(x, h) = x + h(β1
 3k2 + β23k3
 ).
 This method requires three evaluations of f in each time step. For (2.1), its implementation is theiteration
 κ1 = g(yi, ti), κ2 = g(yi + β01hκ1, ti + β0
 1hi), κ3 = g(yi + β12hκ2, ti + β1
 2hi),
 yi+1 = yi + hi
 (β1
 3κ1 + β23κ3
 ).
 The Fourth Order Scheme
 Finally, we take J = 4 and require z(k)4 (0) = z(k)(0) for k = 0, · · · , 4. This is is equivalent to
 require
 3∑
 i=0
 βi4 = 1,
 3∑
 i=1
 βi4
 i−1∑
 k=0
 βki = 1
 2 ,
 3∑
 i=1
 ( i−1∑
 k=1
 βki
 )2
 = 13 ,
 3∑
 i=2
 βi4
 i−1∑
 k=1
 βki
 k−1∑
 l=0
 βlk = 1
 6 ,
 3∑
 i=1
 ( i−1∑
 k=1
 βki
 )3
 = 14 ,
 3∑
 i=2
 ( i−1∑
 k=0
 βki
 )( i−1∑
 k=1
 k−1∑
 l=0
 βlk
 )= 1
 8 ,
 3∑
 i=2
 ( i−1∑
 k=1
 i−1∑
 k=1
 βki
 ( k−1∑
 l=0
 βlk
 )2
 = 112 ,
 β34β2
 3β12β0
 1 = 124 .
 One of the special solution is
 β01 = 1
 2
 β02 = 0, β1
 2 = 12
 β03 = 0, β1
 3 = 0, β23 = 1
 β04 = 1
 6 , β24 = 1
 3 β24 = 1
 3 , β34 = 1
 6
 This corresponds exactly to the fourth order Runge-Kutta scheme.
 Higher-order Runge-Kutta schemes can be similarly derived and have been used. Nevertheless,the fourth order scheme is the most popular one.
 Finally, we provide a rigorous proof on the overall error estimate. Denote the previous solutionΦ by Φ(x, t). The Runge-Kutta scheme is equivalent to the iteration
 x0 = x0, xi+1 = Φ(xi, ti+1 − ti).
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 Now we connect points (ti,xi) by a continuous curve (t,xh(t) where xh is defined by
 xh(t) = Φ(xi, t− ti) ∀ t ∈ [ti, ti+1).
 Then xh is Lipschitz continuous and
 xh(t) = f(xh) + O(h4) ∀t ∈ [a, b] \ t0, · · · , tn, y(a) = x0.
 Denote by L the maximum eigenvalue of the Hermitian matrix 12 [Df + (Df)∗]. The Gronwall’s
 inequality then implies that
 |x(t)− xh(t)| =∫ t
 a
 O(h4)eL(t−a)ds = O(h4)
 eL(t−a) − 1
 ∀ t ∈ [a, b]
 In conclusion, the Runge-Kutta scheme (2.3)-(2.4) provides a fourth order numerical approxi-mation.
 A numerical example is shown in Figure 2.1; in the figure, xh represents the solution withmesh size h. It is done for the initial value problem x = x in [0, 1] with initial value x(0) = 1.Since f(t, x) = x is linear, one observes that the Heun’s method and the modified Euler’s methodproduce the same answer in this situation. One has to notice that for the third method, the constantβ0
 1 , β12 , β1
 3 , β23 has to be entered with enough digits for the accuracy needed.
 SUMMARYThe (fourth order) Runge-Kutta method is the most commonly used numerical method in
 computing numerical solutions of ode systems. It is easy to implement and highly accurate. It canbe derived from a systematic predictor-corrector approach. Typically, alternative schemes are soughtonly when systems of equations are stiff (e.g. have singularities or f is not sufficiently smooth),
 Exercise 2.9. For the following problem
 x = 1 + x2, t ∈ [0, 1], x(0) = 0,
 perform numerical calculation with (i) Euler’s method with N = 40, (ii) Heun’s method with N = 20,and modified Euler’s method with N = 20, (iii) the third method with N = 14, and (iv) the Runge-Kutta Method with N = 10. Calculate the relative errors. Exact solution is x(t) = tan t.
 Exercise 2.10. Using Runge-Kutta method find the solution to
 x(t) = t + x2 t ∈ [0, 1], x(0) = 0.
 Take N = 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024 and denote the corresponding solution by xh (h =1/N). Make a table with row containing the following
 N h xh(1) |x2h(1)− xh(1)| |x4h(1)− x2h(1)||x2h(1)− xh(1)|
 |x2h(1)− x(1)||xh − x(1)|
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 Euler's Method
 Grid N Mesh size h solution x 2 h-xhx4 h - x2 h
 x2 h - xh
 x2 h - x
 xh - x
 8 0.12500 2.5657845140 1.24 ´ 10-1 1.5 1.8
 16 0.06250 2.6379284974 7.21 ´ 10-2 1.7 1.9
 32 0.03125 2.6769901294 3.91 ´ 10-2 1.8 1.9
 64 0.01563 2.6973449526 2.04 ´ 10-2 1.9 2.0
 128 0.00781 2.7077390197 1.04 ´ 10-2 2.0 2.0
 256 0.00391 2.7129916243 5.25 ´ 10-3 2.0 2.0
 512 0.00195 2.7156320002 2.64 ´ 10-3 2.0 2.0
 1024 0.00098 2.7169557295 1.32 ´ 10-3 2.0 2.0
 Heun's Method
 Grid N Mesh size h solution x 2 h-xhx4 h - x2 h
 x2 h - xh
 x2 h - x
 xh - x
 8 0.12500 2.7118412386 1.7 ´ 10-2 3.2 3.6
 16 0.06250 2.7165935225 4.75 ´ 10-3 3.6 3.8
 32 0.03125 2.7178496740 1.26 ´ 10-3 3.8 3.9
 64 0.01563 2.7181725116 3.23 ´ 10-4 3.9 4.0
 128 0.00781 2.7182543383 8.18 ´ 10-5 3.9 4.0
 256 0.00391 2.7182749357 2.06 ´ 10-5 4.0 4.0
 512 0.00195 2.7182801028 5.17 ´ 10-6 4.0 4.0
 1024 0.00098 2.7182813967 1.29 ´ 10-6 4.0 4.0
 Modified Euler's Method
 Grid N Mesh size h solution x 2 h-xhx4 h - x2 h
 x2 h - xh
 x2 h - x
 xh - x
 8 0.12500 2.7118412386 1.7 ´ 10-2 3.2 3.6
 16 0.06250 2.7165935225 4.75 ´ 10-3 3.6 3.8
 32 0.03125 2.7178496740 1.26 ´ 10-3 3.8 3.9
 64 0.01563 2.7181725116 3.23 ´ 10-4 3.9 4.0
 128 0.00781 2.7182543383 8.18 ´ 10-5 3.9 4.0
 256 0.00391 2.7182749357 2.06 ´ 10-5 4.0 4.0
 512 0.00195 2.7182801028 5.17 ´ 10-6 4.0 4.0
 1024 0.00098 2.7182813967 1.29 ´ 10-6 4.0 4.0
 Third Order Method
 Grid N Mesh size h solution x 2 h-xhx4 h - x2 h
 x2 h - xh
 x2 h - x
 xh - x
 8 0.12500 2.7180816299 1.25 ´ 10-3 6.5 7.2
 16 0.06250 2.7182555240 1.74 ´ 10-4 7.2 7.6
 32 0.03125 2.7182784573 2.29 ´ 10-5 7.6 7.8
 64 0.01563 2.7182814018 2.94 ´ 10-6 7.8 7.9
 128 0.00781 2.7182817748 3.73 ´ 10-7 7.9 8.0
 256 0.00391 2.7182818217 4.69 ´ 10-8 7.9 8.0
 512 0.00195 2.7182818276 5.89 ´ 10-9 8.0 8.0
 1024 0.00098 2.7182818284 7.37 ´ 10-10 8.0 8.0
 Runge-Kutta Method
 Grid N Mesh size h solution x 2 h-xhx4 h - x2 h
 x2 h - xh
 x2 h - x
 xh - x
 8 0.12500 2.7182768444 6.69 ´ 10-5 12.9 14.4
 16 0.06250 2.7182815003 4.66 ´ 10-6 14.4 15.2
 32 0.03125 2.7182818074 3.07 ´ 10-7 15.2 15.6
 64 0.01563 2.7182818271 1.97 ´ 10-8 15.6 15.8
 128 0.00781 2.7182818284 1.25 ´ 10-9 15.8 15.9
 256 0.00391 2.7182818285 7.86 ´ 10-11 15.9 15.9
 512 0.00195 2.7182818285 4.93 ´ 10-12 15.9 16.0
 1024 0.00098 2.7182818285 3.09 ´ 10-13 16.0 16.8
 Figure 2.1: numerical solution for x = x in [0, 1] with initial value x(0) = 1
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 where x(t) = xh with h = 1/4096 or h = 1/8192 from the Runge-Kutta scheme. For errors, keeponly two significant digits.
 Exercise 2.11. Using the third order scheme calculate the example in the previous exercise. Alsocheck the sensitivity of the error with respect to the accuracy of the constants β0
 1 , β12 , β1
 3 , β23 .
 Exercise 2.12. Writing x = (x1, · · · , xn) and f(x) = (f1(x), · · · , fn(x)), transform the calculationsof the derivatives (up to fourth order) of x and Φ (from Runge-Kutta) in the conventional forms,e.g.
 x = f(x), x =n∑
 i=1
 fi(x)∂f(x)∂xi
 ,...x =
 n∑
 i=1
 n∑
 j=1
 fifj∂2f
 ∂xi∂xj+
 n∑
 j=1
 n∑
 i=1
 fj∂fi
 ∂xj
 ∂f∂xi
 .
 Using these expressions and the Runge-Kutta scheme verify that Φ(4)(0) = x(4)(0).
 Exercise 2.13. Assume f ∈ C4(R;R). Denote
 ε(t) =∫ t
 −t
 f(s)ds− t
 3
 f(t) + 4f(0) + f(−t)
 .
 Show that
 |ε(12h)| ≤ M4
 2880h5, M4 = max
 |f (4)(t)|
 ∣∣∣ t ∈ [−h/2, h/2]
 .
 Hint: After calculating ε, ε, and...ε , use
 ε(x) =∫ x
 0
 ε(t)dt =∫ x
 0
 (x− t)ε(t)dt =∫ x
 0
 (x− t)2
 2...ε (t)dt
 =∫ x
 0
 t(x− t)2
 6...f (−t)− ...
 f (t)dt = − 172
 ∫ x
 0
 (x− t)3(x + 3t)f (4)(−t) + f (4)(t)dt.
 Exercise 2.14. Find constants α1, α2, β1, β2 such that for every third degree polynomial p,∫ 1
 0
 p(t)dt = α1 p(β1) + α2 p(β2).
 From this, show that for every f ∈ C4(R;R),∣∣∣∫ h
 0
 f(t)dt− h
 α1 f(β1h) + α2 f(β2h)∣∣∣ ≤ M4
 4320h5, M4 := max|f (4)(t)| | t ∈ [−h, h].
 Hint: α1 = α2 = 1/2, β = 12 (1 ± 1√
 3). For η = 1/
 √3 and g(t) = f(h/2 + s), estimate as in the
 previous exercise the even function
 ε(x) :=∫ x
 −x
 g(s)ds− x[g(ηx) + g(−ηx)] =∫ x
 0
 (x− s)3
 6....ε (s)ds
 =∫ x
 0
 (x− s)4[....g (s) +
 ....g (−s)]
 24ds−
 ∫ x
 0
 x(x− s)3η4[....g (ηs) +
 ....g (−ηs)]
 6ds
 =∫ x
 ηx
 (x− s)4[....g (s) +
 ....g (−s)]
 24ds +
 ∫ ηx
 0
 (x− s)4 − 4x(ηx− s)3
 24[....g (s) +
 ....g (−s)]ds
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 2.3 Variation of Constants
 Variation of constants is an elementary technique that has many applications.
 1. First Order Linear Scalar Equation. Consider the first order linear scalar equation
 u(t) = p(t)u(t) + f(t).
 Its associated linear homogeneous (i.e. f ≡ 0) equation is
 φ(t) = p(t)φ(t).
 By separation of variables (c.f. Exercise 1.20), a general solution takes the form
 φ(t) = eP (t), P (t) =∫
 p(t)dt.
 Once the homogeneous equation is solved, solutions to inhomogeneous equation can be foundby a variation of constant technique; namely, construct a solution of the form
 u(t) = c(t)φ(t).
 The equation for u becomes
 cφ + cφ = cpφ + f or c = φ−1f
 after using φ = pφ. Thus, the general solution can be written as
 u(t) = c(t)φ(t), c(t) =∫
 φ−1(t)f(t) dt.
 When an initial value u(a) = u0 is supplied, the unique solution can be expressed as
 u(t) = u0eP (t)−P (a) +
 ∫ t
 a
 eP (t)−P (s)f(s) ds, P (t) :=∫ t
 a
 p(s)ds.
 Example 2.9. Consider the first order linear scalar equation
 x(t) = t x + t3.
 A solution to the corresponding homogeneous equation φ = tφ is given by φ = et2/2. There are twoways to find general solution to the inhomogeneous equation. One is to use the formula derived fromthe variation of constant technique. The other is to find a special solution. It is easy to concludethat there is a special solution which is a polynomial of degree 2. Match coefficients we find a specialsolution xs = −t2 − 2. Hence, the general solution is
 x(t) = cet2/2 − t2 − 2.
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 2. First Order Linear System. Next consider a system of first order linear equations
 x(t) = A(t)x(t) + f(t) (2.5)
 where A(t) is a given n× n matrix, x is an unknown column vector function.
 Every linear system can be expressed in (2.5). Indeed every nth order scalar linear equation
 dnu
 dtn= pn−1(t)
 dn−1u
 dtn−1+ · · ·+ p1(t)
 du
 dt+ p0(t)u(t) + f(t)
 can be put into a first order linear system by means of
 x1
 x2
 ...xn
 :=
 uu...
 u(n−1)
 =⇒ d
 dt
 x1
 ...xn−1
 xn
 =
 x2
 ...xn
 p0x1 + · · ·+ pn−1xn
 +
 0...0f
 .
 In general, any system of any mixed orders of linear ordinary differential equations can be put intoa standard form (2.5).
 A fundamental solution matrix is defined as a solution to
 Φ(t) = A(t)Φ(t), det(Φ(t)) 6= 0.
 Using column vectors, we derive
 Φ =: (y1 y2 · · · yn), AΦ = (Ay1 Ay2 · · · Ayn), yj = Ayj ∀ j = 1, · · · , n.
 Thus, a fundamental solution matrix provides n-linearly independent solutions to the homogeneoussystem y = Ay. If Φ is not singular (invertible) at one point, then it is invertible at every otherpoint.
 Suppose Φ is a fundamental solution matrix. Then for any τ , the matrix
 Ψ(τ ; t) := Φ(t)Φ(τ)−1
 is also a fundamental solution matrix. It has an additional property that Ψ(τ ; τ) = I, the identitymatrix.
 Now suppose a fundamental solution matrix Φ(t) is known. The inhomogeneous system can besolved by a variation of constant technique. For this, write a general solution to (2.5) as
 x(t) = Φ(t)c(t)(
 =n∑
 j=1
 yj(t)cj(t))
 where c is a column vector function. For x to solve (2.5), it suffices to have
 Φc + Φc = AΦc + f i.e. Φc = f
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 since Φ = AΦ. The general solution is given by
 x(t) = Φ(t)c(t), c(t) =∫
 Φ−1(t)f(t)dt.
 Given an initial value x(τ) = x0, the constant vector in the indefinite integral can be determinedto give a unique solution
 x(t) = Φ(t)Φ−1(τ)x0 +∫ t
 τ
 Φ(t)Φ−1(s)f(s) ds
 = Ψ(τ ; t)x0 +∫ t
 τ
 Ψ(s; t)f(s) ds. (Ψ(τ ; t) := Φ(t)Φ(τ)−1)
 3. Second Order Linear Equation. Finally consider a second order linear equation
 u = p(t)u(t) + q(t)u(t) + f(t). (2.6)
 The corresponding homogeneous (e.g. f ≡ 0) equation is
 φ(t) = p(t)φ(t) + q(t)φ(t).
 As (2.6) can be put in a 2× 2 first order linear system for x = (u u)T , the general variation ofconstant method for linear system can be used. Here we prefer to translate the result from vectorx = (u u)T to scalar u.
 Suppose one solution φ to the homogeneous equation is found. All the others can be obtainedby the method of variation of constant (c.f. the subsequent derivation of the formula for u). Herewe introduce another method by using the Wronskian defined by
 W [φ, ψ] := φψ − φψ = det
 (φ ψ
 φ ψ
 ).
 Two functions φ and ψ are called linearly dependent if W [φ, ψ] ≡ 0.One finds that
 W = φψ − φψ = φ[pψ + qψ]− [pφ + qφ]ψ = p[φψ − φψ] = pW.
 Thus,
 W (t) = eP , P (t) :=∫
 p(t)dt.
 Consequently, a new solution other than φ can be obtained by integrating(ψ
 φ
 )′=
 W [φ, ψ]φ2
 =eP
 φ2⇒ ψ = φ(t)
 ∫φ−2(t)eP (t)dt.
 Explicit formula for general solutions to (2.6) can be obtained using one solution φ to thehomogeneous equation. For this, we write the solution as
 u(t) = c(t)φ(t).
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 Then
 cφ + 2cφ + cφ = pcφ + pcφ + qcφ + f.
 Cancelling the terms involving c we obtain
 φc + [2φ− pφ]c = f.
 This is a linear equation for c. Multiplying both sides by the integrating factor φe−P gives
 φe−P f = φ2e−P c + [2φφ− pφ2]e−P c =d
 dt
 (e−P φ2c
 ).
 After integration,
 ce−P φ2 =∫
 φe−P fdt =⇒ c = φ−2eP
 ∫φe−P fdt.
 A further integration gives
 c =∫
 φ−2eP
 ∫φe−P fdt
 Thus,
 u = cφ = φ
 ∫φ−2eP
 ∫φe−P hdt
 = φ
 C1 + C2
 ∫φ−2eP dt
 + φ(t)
 ∫ t
 τ
 φ−2(z)eP (z)
 ∫ z
 τ
 φ(s)e−P (s)f(s)dsdz
 = C1φ + C2ψ + us(t)
 where us is a special solution satisfying u(τ) = u(τ) = 0. This solution can also be written as, afterchanging order of integration and using the Wronskinan,
 us(t) = φ(t)∫ t
 τ
 φ−2(z)eP (z)
 ∫ z
 τ
 φ(s)e−P (s)f(s)ds
 =∫ t
 τ
 f(s)e−P (s)φ(s)φ(t)∫ t
 s
 φ−2(z)eP (z)dzds
 =∫ t
 τ
 f(s)φ(s)ψ(t)− φ(t)ψ(s)φ(s)ψ(s)− φ(s)ψ(s)
 ds.
 Variation of constants is a very powerful tool in studying asymptotic behavior of solutions tonon-linear equations. Here we provide one such example.
 Example 2.10. Consider the asymptotic behavior of u(t) as t → −∞, for a solution to the “bound-ary value” problem
 u′′ − 2u′ + u = u3, 0 6 u 6 1 in R, u(−∞) = 0, u(∞) = 1.
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 An analysis on phase (u, u′) plane near the equilibrium point (0, 0) indicates that there are constantsa, b such that
 u(t) = (a− bt)et + O(t3e3t) as t → −∞.
 The question is then the possibility of b = 0.
 First of all, by variation of constants (regarding u3(s) =: f(s) as a inhomogeneous term),
 u(t) = et[c1 + c2t] +∫ t
 0
 et−s(t− s)u3(s) ds
 where c1 = u(0) and c2 = u(0)− u′(0). Therefore,
 u(t)e−t = c1 −∫ t
 0
 se−su3(s)ds + t
 c2 +∫ t
 0
 e−su3(s)ds
 .
 Since 0 6 u 6 1, sending t →∞ we derive that
 c2 +∫ ∞
 0
 e−su3(s) ds = 0.
 Then by the L’Hopital’s rule,
 limt→∞
 t
 c2 +∫ t
 0
 e−su3(s) ds
 = limt→∞
 ∫ t
 ∞ e−su3(s)ds
 1/t= lim
 t→∞e−tu3(t)−1/t2
 = 0.
 Thus,
 c1 −∫ ∞
 0
 se−su3(s)ds = 0
 and
 u(t) = et
 ∫ ∞
 t
 (s− t)e−su3(s) ds
 = et
 ∫
 R(s− t)e−su3(s)ds + et
 ∫ t
 −∞(t− s)e−su3(s) ds.
 As u = O(1)|t|et,∫ t
 −∞(t− s)e−su3(s) ds = O(t3)e2t. Thus, setting
 A =∫
 Rse−su3(s) ds, B =
 ∫
 Re−su3(s) > 0,
 we obtain the asymptotic expansion
 u(t) = (A−Bt)et + O(t3e3t) as t → −∞.
 Variation of constant can quite often be used to construct contraction mapping for the existenceof solution for non-linear problem by using solutions from linear part.

Page 107
                        

2.3. VARIATION OF CONSTANTS 101
 Example 2.11. Consider again the equation
 u′′ − 2u′ + u = u3, x ∈ (−∞, 0].
 For each suitable b, we seek a solution such that u(t) ∼ b t et as t →∞. This is equivalent to find afixed point to the equation
 u(t) = T[u](t) := btet −∫ 0
 −∞se−su3(t + s) ds ∀ t ∈ (−∞,−1].
 Here the formula is obtained by variation of constant, regarding u3 as a non-homogeneous term ofa linear equation.
 Set X = C((−∞, 0];R) with ‖u‖ = supt60 |u(t)| and
 D =
 v ∈ C((−∞, 0];R) | |v(t)− btet| ≤ |b|et ∀ t 6 0
 .
 Then for every v ∈ D, using |v(z)| ≤ |b|(1− z)ez for z < 0 we have
 ∣∣∣T[v](t)− btet∣∣∣ ≤ |b|3
 ∫ 0
 −∞|s|e−se3(t+s)|1− t− s|3ds
 ≤ |b|3et
 ∫ 0
 −∞|s + t|e2(s+t)(1 + |s + t|)3ds
 = |b|3et
 ∫ t
 −∞|z|(1 + |z|)3e2zdz ≤ |b|et
 provided that
 |b| ≤ b0, b0 :=( ∫ 0
 −∞|z|(1 + |z|)2e2z dz
 )−1/2
 .
 Hence, when |b| ≤ b0, T maps X into itself. Next, for v1, v2 ∈ D,
 |T[v1](t)−T[v2](t)| 6∫ ∞
 0
 |s|e−s|v21 + v1v2 + v2
 2 ||v1 − v2|ds
 ≤ ‖v1 − v2‖3b2
 ∫ 0
 −∞|z|(1 + |z|)2ezdz.
 It then follows that T is a contraction if
 |b| ≤ b1, b1 = 12
 ( ∫ 0
 −∞|z|(1 + |z|)2ezdz
 )−1/2
 .
 Hence, when |b| ≤ minb0, b1, there exists a unique fixed point of T in D. The solution has theasymptotoc behavior, as t → −∞,
 u(t)− btet = −∫ 0
 −∞se−su3(s + t)ds
 = −b3
 ∫ 0
 −∞s
 (t + s)3 + O(t + s)2
 e3t+2s ds
 =b3t3
 4+ O(t2)
 e3t.
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 SUMMARYVariation of constant is a powerful tool, not only for linear equations, but also for non-linear
 equations. In some applications, a non-linear equation can be regarded as a linear one plus a smallperturbation which can treated as a “known” inhomogeneous term.
 Exercise 2.15. Solve the following differential equations
 (1)du
 dt= 2tu + t3, (2) (x + y)dy = ydx, (3)
 x = x− y + sin t,
 y = x + y + cos t.
 Exercise 2.16. One solution of the following is a polynomial of order m and the other can be obtainedby variation of constants. Find general solutions to the following with indicated values of m:
 1. The Laguerre equation: xφ′′ + (1− x)φ′ + mφ = 0 (m = 0, 1);
 2. The Legendre equation: (1− x2)φ′′ − 2xφ′ + m(m + 1)φ = 0 (m = 1, 2);
 3. The Chebychev equation: (1− x2)φ′′ − xφ′ + m2φ = 0 (m = 1, 2).
 Also solving the following initial value problem:
 1. (1− x2)u′′ − xu′ + u = 1− x2, u(1/2) = u′(1/2) = 0.
 2. (1− x2)u′′ − 2xu′ + 2u = 1− 2x2, u(1/2) = u′(1/2) = 0.
 Exercise 2.17. For λ = ±1, find general solutions to the singular second order ode
 t2u + tu(t) + λu(t) = f(t) ∀ t > 0
 [Hint: Homogeneous equation admits a solution of the form φ = tκ := eκ ln t, κ ∈ C. ]
 Exercise 2.18. Construct second order linear system
 ϕ = pϕ + qϕ
 such that it has the following solution pairs.
 (i) et, e−t; (ii) et2 , e−t2; (iii) et, tet.
 Hint: First use the Wronskian defining p = W/W , then define q = (ϕ− pϕ)/ϕ.
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 Exercise 2.19. Suppose A(t) and B(t) are square matrices with differentiable coefficients.(1) Using the definition of derivative show that
 d
 dt
 (AB
 )= AB + AB,
 d
 dtA3 = AA2 + AAA + A2A.
 (2) Assume that A is a constant square matrix. Show that
 d
 dteAt = AeAt = eAtA ∀t ∈ C.
 (3) Provide an example showing that in general
 d
 dtA2 6= 2AA 6= 2AA,
 d
 dteA 6= AeA 6= eAA.
 Exercise 2.20. Consider the third order linear equation
 ...u = p(t)u + q(t)u + r(t)u + f(t).
 (1) Set x = (u, u, u)T . Write down the system in the form x = Ax + f .(2) Suppose when f = 0 there are linear independent solutions φ1, φ2, φ3. Show that W = pW
 where
 W [φ1, φ2, φ2] := det
 φ1 φ2 φ3
 φ1 φ2 φ3
 φ1 φ2 φ3
 .
 (3) Set xi = (φi, φi, φi)T , i = 1, 2, 3 and Φ = (x1 x2 x3). Show that variation of constants forx = Ax + f is equivalent to setting u = c1φ1 + c2φ2 + c3φ3 where c1, c2, c3 solve the following
 c1φ1 + c2φ2 + c3φ3 = 0,
 c1φ1 + c2φ2 + c3φ3 = 0,
 c1φ1 + c2φ2 + c3φ3 = f(t).
 Exercise 2.21. Assume that f, p0, · · · , pn−1 ∈ C([a, b];R) and x0, · · · , xn−1 ∈ R. Show that there isa unique solution to the initial value problem of the nth order linear ode
 dnu(t)dtn
 =n−1∑
 i=0
 pi(t)diu(t)
 dti+ f(t) ∀ t ∈ [a, b],
 diu
 dti(a) = xi ∀ i = 0, 1, · · · , n− 1.
 Hint: First convert the scalar equation in to an initial value problem of a system of first order odesand apply the uniqueness theorem from previous chapter.
 Exercise 2.22. Suppose Φ(t) = (x1(t) x2(t) · · · xn(t)) is a square matrix of functions solvingΦ = ΦA.
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 1. Show that
 d
 dtdetΦ =
 n∑
 j=1
 det(x1 · · ·xj−1 xj xj+1 · · · xn
 ).
 2. Write A(t) = (aij(t))n×n show that
 xj =n∑
 i=1
 xiaij , j = 1, · · · , n.
 3. Denote by Tr(A) the trace of A. Show that
 d
 dtdet(Φ) = Tr(A) det(Φ).
 4. Suppose Ψ = AΨ. Show that
 d
 dtdet(Ψ) = Tr(A) det(Ψ).
 Also show that if Ψ(τ) is non-singular then Ψ(t) is non-singular for all t.
 Exercise 2.23. Suppose Φ and Ψ are square matrix functions solving
 Φ(t) = A(t)Φ(t), Ψ(t) = −Ψ(t)A(t), Ψ(0)Φ(0) = I.
 Show that Φ(t) = Ψ−1(t) for all t ∈ R.
 Exercise 2.24. 1. Suppose both Φ and Ψ are fundamental solution matrices. Show that thereexists a constant invertible matrix C such that Ψ(t) = Φ(t)C for all t.
 2. Show that if y ∈ C1(R1;Rn) solves y = Ay, then there is a constant vector c ∈ Rn such thaty(t) = Φ(t)c for all t.
 Hint: Use the uniqueness theorem from the previous chapter.
 Exercise* 2.25. Assume that u ∈ C2((−∞, 0]) solves
 u′′ − 2u′ + u = u3 in (−∞, 0], limt→−∞
 u(t) = 0.
 Show that there exist constants a, b such that u(t) = [a + bt]et + O(t3e3t) as t → −∞.
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 2.4 Comparison Principle
 In studying differential equations, especially partial differential equations, one of the most importanttools is the construction of upper or low solutions. It is based on a comparison principle. Forsimplicity, we consider a scalar ode.
 Theorem 2.2 (Comparison Principle). Let f ∈ C(R× [a, b];R) and x ∈ C1([a, b];R) solving
 x(t) = f(x(t), t) ∀ t ∈ [a, b], x(a) = x0.
 Then x+ > x in (a, b] if x+ is a supersolution in the sense that x+ ∈ C1([a, b];R) and
 x+(t) > f(x+(t), t) ∀ t ∈ [a, b], x+(a) ≥ x0.
 Also x− < x in (a, b] if x− is a subsolution in the sense that x− ∈ C1([a, b];R) and
 x−(t) < f(x−(t), t) ∀ t ∈ [a, b], x−(a) ≤ x0.
 The basic idea of the proof is (i) initially the curve (t, x+(t)) is above the curve (t, x(t)),and (ii) later the curve (t, x+(t)) always stays above the curve (t, x(t)) since should they touch,the slopes of the two curves at the first intersection point do not match with the known differentialinequality.
 Proof. If x+(a) > x0, then x+ > x in (a, a + ε) for some ε > 0. If x+(a) = x0, thenx+(a) > f(x+(a), a) = f(x0, a) = x(a) so still x+ > x in (a, a + ε) for some ε > 0. Should x+ > x
 in (a, b] be not true, the time
 T = inft ∈ (a, b] | x+(t) ≤ x(t)
 is well-defined and T ∈ (a, b]. By continuity, x+(T ) = x(T ) and by definition of T , x(t)+ > x(t) forall t ∈ (a, T ). Thus,
 0 ≤ limtT
 [x+(t)− x(t)]− [x+(T )− x(T )]T − t
 = x(T )− x+(T ) < f(x(T ), T )− f(x+(T ), T ) = 0,
 which is impossible. Therefore, x+ > x on (a, b].The proof for x > x− on (a, b] is analogous and is omitted.
 We remark that when f is Lipschitz continuous, all the strict inequalities ”<” and ”>” in theTheorem can be replaced by non-strict inequalities ”≤” and ”≥” respectively; see Exercise 2.26.
 Example 2.12. We seek sub/super solutions of the form y = t3/3+At7 to the initial value problem
 x = f(x, t) := t2 + x2 ∀ t ∈ [0, b], x(0) = 0.
 Direct calculation gives
 y − f(y, t) = t6
 7A− ( 13 + At4)2
 .
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 First we seek an estimate on the maximal existence interval. We need only a supersolution sincex > 0. For y to be a supersolution, we need
 7A− ( 13 + At4)2 > 0 ∀ t ∈ [0, b] i.e. b4 ≤
 √7A− 1/3
 A.
 An optimal choice is A = 4/63 with b = 4√
 21/4.Next we restrict on the interval [0, 1] seeking tight upper and lower bounds. For y to be a
 supersolution, it suffices to have
 7A− [ 13 + A]2 > 0, or A = (19−√
 357)/6 =2
 3(19 +√
 357).
 Similarly, for y to be a subsolution, we need only take A = 1/63. Hence,
 0 < x(t)− 13 t3 − 1
 63 t7 < 0.00172t7.
 In particular,∣∣∣x(0.5)− 0.041797
 ∣∣∣ < 0.000008,∣∣∣x(1.0)− 0.35007
 ∣∣∣ < 0.0009.
 Example 2.13. Consider the equation
 x = t2 − x2 ∀ t > 0, x(0) = 0.
 (1) Denote f(x, t) = t2 − x2 and set x+(t) = t for all t ≥ 0. As
 x+(t)− f(x+(t), t) = 1− t2 − t2 = 1 > 0 ∀ t ≥ 0,
 x+ is a supersolution, so that x(t) < t for all t ∈ [0,∞).(2) Setting x− ≡ 0 we see that x > x−. Hence, 0 < x(t) < t and x(t) > 0 for all t ∈ (0,∞).(3) Let a > 0 be a constant. Consider the function x−(t) = t− a2/t for t ≥ a. When t ≥ a,
 f(x−(t), t)− x−(t) = (2a2 − 1)− (1 + a2)a2t−2 ≥ (2a2 − 1)− (1 + a2) = a2 − 2.
 Hence, with a =√
 2, x− is a subsolution on [a,∞). In conclusion,
 max
 0, t− 2t
 < x(t) < t ∀ t ∈ (0,∞).
 SUMMARYComparison principle is one of the most important tool in studying both ordinary and partial
 differential equations. It has a variety of applications.
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 Exercise 2.26. Show the following Strong Comparison Principle:Let f(x, t) be continuous in (x, t) and Lipschitz continuous in x. Assume that x(·), x−(·) and
 x+(·) satisfy
 x−(t) 6 f(x−(t), t), x(t) = f(x(t), t), x+ > f(x+(t), t) ∀ t ∈ [a, b], x−(a) 6 x((a) 6 x+(a).
 Then x+(t) > x(t) > x−(t) for all t ∈ [a, b].Hint: For every sufficiently small positive ε, compare x+ with the solution to xε = f(xε, t)− ε
 with initial value xε(a) = x(a)− ε. By continuous dependence, xε → x as ε → 0.
 Exercise 2.27. Assume that f ∈ C1(R2;R) and that f(0, t) = f(1, t) = 0 for all t ∈ R. Show thatfor every x0 ∈ (0, 1), the following problem admits a unique solution
 x(t) = f(x(t), t) ∀ t ∈ R, x(0) = x0.
 In addition, the solution satisfies 0 < x(t) < 1 for all t ∈ R.
 Exercise 2.28. Assume that f ∈ C1(R × [a, b];R) satisfies fx(x, t) > 0 for all (x, t) ∈ R × [a, b].Suppose x+, x− ∈ C([a, b] satisfy
 x+(t) > x0 +∫ t
 a
 f(x+(s), s)ds, x−(t) 6 x0 +∫ t
 a
 f(x−(s), s) ds ∀ t ∈ [a, b].
 Show that x−(t) 6 x+(t) for all t ∈ [a, b].Can the condition fx > 0 be dropped from the assumption?
 Exercise 2.29. Find tight bounds on B such that y = t3/3 + t7/63 + Bt11 is a sub or super solutionto x = t2 + x2 subject to x(0) = 0, on the interval [0, 1]. Use the estimate find the approximation ofx(1) with error bound.
 Exercise 2.30. Consider the second order linear differential equation
 u(t) = t2u(t) ∀ t ≥ 0, u(0) = 1, u(0) = 0.
 (1) Make the transformation
 u(t) = eR t0 x(s) ds ∀t ≥ 0.
 Show that x(0) = 0 and x = t2 − x2 for all t > 0.(2) Show that for some constant A > 0,
 t− 12t− A
 t3≤ x(t) ≤ t− 1
 2t+
 A
 t3∀ t > 0.
 Consequently,∫ t
 1
 x(s) ds =t2 − 1
 2− ln
 √t +
 ∫ ∞
 1
 [x(s)− s + 1/(2s)]ds +∫ ∞
 t
 [s− 1/(2s)− x(s)] ds.
 (3) Show that there exists a positive constant C such that
 u(t) =C√tet2/2+O(t−2) as t →∞.
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 Exercise 2.31. (1) Prove that for any g ∈ C(R), the following problem admits a unique solution
 x = x− x3 + g(t) ∀t ∈ [0,∞), x(0) = 0.
 Hint: For M = 1 + maxt∈[0,T ] |g(t)|, x± = ±M are super/subsolutions on [0, T ].
 (2) Suppose g is continuous and bounded on R. Show that there exists at least a global solutionx ∈ C1(R;R) to
 x = x− x3 + g(t) ∀ t ∈ R.
 Hint: For each n ∈ N, let xn ∈ C1([−n,∞)) be the solution of the ode with initial valuexn(−n) = 0. Denote cn = xn(0). Show that a subsequence of cn converges to a limit c. Then usecontinuous dependence, show that the ode with initial value x(0) = c admits a global solution.
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 2.5 Maximum Principle and Green’s Function
 In this section, we consider boundary value problems for a second order ode
 Lu(x) := −u′′(x) + p(x)u′(x) + q(x)u(x) = f(x) ∀x ∈ (0, 1), (2.7)
 subject to certain boundary conditions, say the Dirichlet type,
 u(0) = α, u(1) = β. (2.8)
 Here we use x instead of t for the independent variable since it represents a spatial position. Alsowe use “ ′ ” for the derivative with respect to x. For simplicity, we assume that both p and q arecontinuous functions. The linear operator L : u → Lu := −u′′ + pu′ + qu is typically denoted as
 L = − d2
 dx2+ p
 d
 dx+ q.
 In the study of second order (elliptic) differential equations, an analogous of the following playsan important role.
 Theorem 2.3 (Maximum Principle). Let Ω = (a, b), Ω = [a, b], and ∂Ω = a, b. Suppose thatq > 0 in Ω. If u ∈ C2(Ω) ∩ C(Ω) satisfies
 Lu > 0 in Ω, u > 0 on ∂Ω,
 then either u ≡ 0 in Ω or u > 0 in Ω.
 Here a condition of type q > 0 is necessary since u(x) := − sin(πx) solves −u′′ − π2u = 0 on[0, 1] together with the homogeneous boundary condition u(0) = u(1) = 0, but u < 0 in (0, 1).
 Proof. 1. Suppose the assumption Lu > 0 in Ω is strengthened by Lu > 0 in Ω. Then theassertion is very easy to prove. Indeed, if the assertion is not true, then u will attain a non-positiveglobal minimum at an interior point, say x0 ∈ Ω. Then by the first and second derivative testin calculus, u′(x0) = 0 and u′′(x0) > 0. Thus, Lu(x0) = −u′′(x0) + p(x0)u′(x0) = q(x0)u(x0) 6q(x0)u(x0) 6 0 since q > 0 and u(x0) 6 0. But this contradicts the assumption that Lu > 0 in(a, b). This contradiction shows that u > 0 in Ω.
 Theorem 2.3 is sometimes called the strong maximum principle, whereas the weak maximumprinciple refers to the same theorem but with condition Lu > 0 in Ω being strengthened by Lu > 0in Ω. Thus, in this step, we have proven the weak maximum principle.
 2. Before we prove the strong maximum principle, let’s first consider the function
 φ1(x) := ek(x−b) − ek(a−b), φ2(x) := ek(a−x) − ek(a−b),
 k := maxx∈[a,b]
 12 |p(x)|+ 1
 2
 √|p(x)|2 + 4|q(x)|
 .
 We have
 Lφ1(x) ≤ ek(x−b)− k2 + k|p(x)|+ |q|
 < 0 ∀x ∈ [a, b].
 Similarly, Lφ2(x) < 0 for all x ∈ [a, b].
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 A function φ satisfying Lφ < 0 is called a subsolution. Here, both φ1 and φ2 are subsolutions.
 3. Now we prove the assertion of the theorem.First we claim that u > 0. Suppose otherwise. Then there exists x0 ∈ (a, b) such that ε :=
 −u(x0) > 0. Consider the function w(x) := u(x) − ε[φ1(x) + φ2(x)]. At the boundary: w(a) ≥u(a) − εφ2(a) > −ε and w(b) = u(b) − εφ1(a) > −ε. At x = x0, w(x0) = u(x0) − ε[φ1(x0) +φ2(x0)] < −ε. Hence, w attains a negative minimum at some interior point, say x1 ∈ (a, b). Thenw(x1) < 0, w′(x1) = 0, and w′′(x1) > 0, so that Lw(x1) 6 0. But this contradicts
 Lw = Lu− εLφ1 − εLφ2 > 0 in (a, b).
 Thus, we must have u > 0.Now suppose u 6≡ 0. Then there exists x ∈ (a, b) such that u(x) = maxx∈[a,b] u(x) =: M . Now
 consider the function w(x) = u(x) −Mφ1(x) in interval (a, x). We have Lw = Lu −MLφ1 > 0 in[a, x], w(a) = u(a) > 0 and w(x) = M [1−φ1(x)] > 0. Hence, by the weak maximum principle, w > 0in (a, x). Consequently, u(x) > Mφ1(x) in (a, x]. Similarly, one can show that u(x) > Mφ2(x) in[x, b). Thus
 u(x)maxx∈[a,b] u(y)
 > minφ1(x), φ2(x) > 0 ∀x ∈ (a, b). (2.9)
 This completes the proof.
 The estimate (2.9) implies a very important elliptic estimate, the Harnack inequality: Forany interval [c, d] ⊂ (a, b), there exists a positive constant C that depends only on a, b, c, ‖p‖, ‖q‖such that
 minx∈[c,d] u(x)maxy∈[a,b] u(y)
 ≥ C.
 Indeed, we need only take C = minx∈[c,d] minφ1(x), φ2(x).
 The maximum principle has a few important consequences.
 Theorem 2.4 (Comparison Principle). Let Ω = (a, b) and assume that p, q ∈ C(Ω;R) and q > 0in Ω. Suppose Lu > Lv in Ω and u > v on ∂Ω. Then either u ≡ v or u > v in Ω.
 Theorem 2.5. Assume that p,q are continuous and q ≥ 0. Then for any continuous f and realvalues α, β, there exists a unique solution u ∈ C2([0, 1]) to (2.7)–(2.8).
 Proof. The uniqueness of the solution follows from the comparison principle.
 For the existence, let φ1 and φ2 be, respectively, the unique solutions to the ode Lφ1 = 0 = Lφ2
 in (0, 1) subject to the initial conditions
 φ1(0) = 0, φ′1(0) = 1, φ2(1) = 0, φ′2(1) = 1.
 We must have φ1 > 0 in (0, 1], since if φ1(x1) = 0 at some x1 ∈ (0, 1], then by the maximumprinciple, we would have −φ1 > 0 in (0, x1) which is impossible. Similarly, φ2 > 0 on [0, 1). Hence,
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 φ1 and φ2 are two linearly independent solutions, i.e. φ′1(y)φ2(y)− φ1(y)φ′2(y) < 0 for all y ∈ [0, 1].One can verify that the following is a solution
 u(x) = αφ2(x)φ2(0)
 + βφ1(x)φ1(1)
 +∫ x
 0
 f(y)φ1(y)φ2(x)φ′1(y)φ2(y)− φ1(y)φ′2(y)
 dy +∫ 1
 x
 f(y)φ2(y)φ1(x)φ′1(y)φ2(y)− φ1(y)φ′2(y)
 dy.
 This completes the proof.
 The solution to (2.7) can be expressed by the Green’s formula
 u(x) = α Gy(x, 0)− β Gy(x, 1) +∫ 1
 0
 G(x, y)f(y)dy (2.10)
 where G, called the Green’s function, is defined by
 G(x, y) :=
 φ1(y)φ2(x)φ′1(y)φ2(y)− φ1(y)φ′2(y)
 if 1 ≥ x > y ≥ 0,
 φ2(y)φ1(x)φ′1(y)φ2(y)− φ1(y)φ′2(y)
 if 1 ≥ y ≥ x ≥ 0.
 The idea behind the Green’s formula is as follows. Assume that G ∈ C([0, 1]2) ∩C2([0, 1]2 \ L)where L = (x, x) | x ∈ [0, 1]. Denote
 Lφ(x) := − d2
 dx2φ(x) + p(x)
 d
 dxφ(x) + q(x)φ(x), L∗ψ(y) = − d2
 dy2ψ(y)− d
 dy[p(y)ψ(y) + q(y)ψ(y).
 Assume that u ∈ C1([0, 1]) ∩ C2((0, 1)) satisfies Lu = f . Then for each x ∈ (0, 1), integration byparts gives
 ∫ 1
 0
 f(y)G(x, y)dy =∫ 1
 0
 G(x, y)Lu(y) dy = ∫ x
 0
 +∫ 1
 x
 G(x, y)Lu(y) dy
 =
 [Gy(x, y) + p(y)G(x, y)]u(y)−G(x, y)uy(y)∣∣∣
 1
 0
 +u(x)[Gy(x, y)
 ]y=x−0
 y=x+0+
 ∫ x
 0
 +∫ 1
 x
 u(y)L∗G(x, y) dy.
 Assume that for each x ∈ (0, 1), G(x, ·) satisfies
 L∗G(x, ·) = 0 in (0, x) ∪ (x, 1), G(x, y)∣∣∣y=x+0
 y=x−0= 0, Gy(x, y)
 ∣∣∣y=x−0
 y=x+0= 1. (2.11)
 Then the above integral identity provides the Green’s formula for solution u to Lu = f :
 u(x) =∫ 1
 0
 f(y)G(x, y)dy +
 G(x, y)uy(y)− [Gy(x, y) + p(y)G(x, y)]u(y)∣∣∣
 1
 0.
 To determine uniquely a solution to Lu = f , in general, three types of boundary conditionsassociated with the differential operator L are supplied:
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 1. The Dirichlet Boundary Condition:
 u(0) = α, u(1) = β.
 By requiring G to satisfy the same type of the boundary condition
 G(x, 0) = 0, G(x, 1) = 0 ∀x ∈ (0, 1),
 the solution to Lu = f subject to the Dirichlet boundary value is then given by the Green’sformula (2.10).
 2. The Neumann Boundary Condition:
 u(1) = J1, −u(0) = J0.
 Here J1 and J0 are called incoming (mass, heat, etc) flux. Requiring G to satisfy
 Gy(x, 1) + p(1)G(x, 1) = 0, Gy(x, 0) + p(0)G(x, 0) = 0 ∀x ∈ (0, 1),
 we can express the solution to Lu = f subject to the Neumann boundary value by
 u(x) = J1 G(x, 1) + J0 G(x, 0) +∫ 1
 0
 G(x, y)f(y) ∀x ∈ [0, 1]. (2.12)
 3. The mixed boundary condition:
 u(1) + γ1u(1) = J1, −u(0) + γ0u(0) = J0.
 The solution to Lu = f is also given by (2.12) if G is required to satisfy the boundary condition
 [Gy(x, 1) + p(1)G(x, 1)] + γ1G(x, 1) = 0, −[Gy(x, 0) + p(0)G(x, 0)] + γ0G(x, 0) = 0.
 Example 2.14. Find the Green’s function for the operator L = − d2
 dx2 − 2 ddx +3, associated with the
 Dirichlet condition, for the interval (0, 1).Solution. Note that L∗ = − d2
 dy2 + 2 ddy + 3. The equation for G(x, ·) is
 −Gyy + 2Gy + 3G = 0 in (0, x) ∪ (x, 1), G(x, 0) = 0, G(x, 1) = 0.
 Hence, there are “constants” c1(x) and c2(x) such that
 G(x, y) = c1(x)[e3y − e−y] ∀ y ∈ [0, x), G(x, y) = c2(x)[e1−y − e3y−3] ∀ y ∈ (x, 1].
 The conditions G(x, x+) = G(x, x−) and Gy(x, x−)−Gy(x, x+) = 1 require
 c1(x)[e3x − e−x]− c2(x)[e1−x − e3x−3] = 0,
 c1(x)[3e3x + e−x] + c2(x)[e−x + e3x−3] = 1.
 Solving these algebraic system for c1 and c2 we obtain
 c1(x) =e3−3x − ex−1
 4e(e2 − e−2), c2(x) =
 ex − e−3x
 4e−1(e2 − e−2).
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 Thus
 G(x, y) =(e3y − e−y)(e3−3x − ex−1)
 4e(e2 − e−2)=
 ey−x
 2 sinh 2sinh(2y) sinh(2[1− x]) when y ≤ x,
 G(x, y) =(e1−y − e3y−3)(ex − e−3x)
 4e−1(e2 − e−2)=
 ey−x
 2 sinh 2sinh(2x) sinh(2[1− y]) when x ≤ y.
 To express (2.11) in a compact manner, it is convenient to use a special function, the Deltafunction δ(·). This function is introduced by Dirac to represent the density of a unit mass (orelectrical charge) distributed at a single point. Hence, symbolically,
 δ(y) = 0 ∀y ∈ R3 \ 0,∫
 R3δ(y)dy = 1.
 Here we introduce one of a rigorous mathematical definition of the delta function or the Diracmass.
 Definition 2.2. Let Ω j Rn be an open domain and a ∈ Ω. The delta function with mass ata ∈ Ω, denoted by δa(·) or δ(· − a), is a functional on C(Ω;R) defined by
 〈δa, f〉 = f(a) ∀ f ∈ C(Ω;R).
 The action of δa on f ∈ C(Ω;R) is symbolically written as
 f(a) = 〈δa, f〉 =:∫
 Ω
 f(y)δ(y − a) dy.
 In functional analysis, we use the following to extend the definition of derivative for generalintegrable functions.
 Definition 2.3. Given a locally integrable function g from Rn to R, its distributional deriva-tive Dα
 x g is defined as a linear functional over C∞c (Rn;R) (the set of compactly supported smoothfunctions) defined by
 〈Dαg, ζ〉 := (−1)|α|∫
 Rn
 g(x)Dαx ζ(x) dx ∀ζ ∈ C∞c (Rn;R).
 Example 2.15. Consider the signature function. We can identify its derivative, in the sense ofdistribution, as follows: For any smooth ζ ∈ C∞c (R;R),
 〈sgn′, ζ〉 = −∫
 Rsgn(x)ζ ′(x)dx
 =∫ 0
 −∞ζ(x)dx−
 ∫ ∞
 0
 ζ ′(x)dxζ|0−∞ − ζ|∞0 = 2ζ(0) = 2〈δ0, ζ〉.
 Thus, sgn′ = 2δ0, in the distribution sense.
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 Example 2.16. Now we consider L∗G = −(G)yy − (pG)y + qG. Extending the definition of distri-butional derivative on finite intervals and regarding Gyy and (pG)y as the distributional derivative,we have, for every ζ ∈ C∞c ((0, 1)) (smooth function that vanish nearing 0 and 1),
 〈L∗G, ζ〉 =∫ 1
 0
 −G(x, y)ζ ′′(y) + p(y)G(x, y)ζy(y) + q(y)G(x, y)ζ(y)
 dy
 = limε0
 ∫ x−ε
 0
 +∫ 1
 x+ε
 (· · · )dy
 = limε0
 [−Gζy + Gζy]
 ∣∣∣x−ε
 x+ε+
 ∫ x−ε
 0
 +∫ 1
 x+ε
 ζL∗Gdy
 = limε0
 [−Gζy + Gζy]∣∣∣x−ε
 x+ε= ζ(x)[Gy]
 ∣∣∣x−
 x+= 〈δx, ζ〉,
 by using (2.11). Thus, the equation for G can be (symbolically) expressed as
 L∗G(x, ·) = δ(· − x) in (0, 1) ∀x ∈ (0, 1).
 Here L∗G(x, ·) means the action is taken on the second variable y of G(x, y), considering x as aparameter. It is important to note that the precise meaning of this equation is (2.11).
 SUMMARY
 1. The maximum principle and its companion, the comparison principle (see exercise 2.33), isfundamental in study second order elliptic partial differential equations.
 2. Green’s formula provides a convenient way of expressing explicitly a solution. Similar to thevariation of constant technique, it has potential applications in non-linear problems.
 3. The introduction of the Delta function open a new area of functional analysis, especially thestudy of distribution functions. Besides a physical interpretation, it is important to understandthe precise mathematical meaning of a delta function.
 Exercise 2.32. Suppose p ∈ C∞([0, 1];R) and u ∈ C2([0, 1]) solves
 u′′ + pu′ = u3 − u on (0, 1), u(0) = α, u(1) = β.
 Show that u ∈ C∞([0, 1]) and
 |u(x)| ≤ max|α|, |β|, 1
 ∀x ∈ (0, 1).
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 Exercise 2.33 (Comparison Principle). Assume that p, q ∈ C([a, b] and q ≥ 0 and that
 Lu ≥ Lv in (0, 1), u(0) ≥ v(0), u(1) ≥ v(1).
 Show that either u > v in (0, 1) or u ≡ v on [0, 1].Consequently, (1) if Lu ≥ 0, then u ≥ min0, u(0), u(1); (ii) if Lv ≤ 0, then u ≤ max0, v(0), v(1).
 Exercise 2.34. Using the explicit expression of G, directly verify that (2.10) gives a solution to (2.7).
 Exercise 2.35. Suppose φ ≡ 0 is the only solution to the homogeneous equation Lφ = 0 in (0, 1)subject to the boundary condition φ(0) = φ(1) = 0. Show that (2.7) admits a unique solution.
 Exercise 2.36. Consider L = − d2
 dx2 + 1 on interval [0, 1].(1) Find the Green’s function for L associated with the Dirichlet boundary condition.(2) Find the Green’s function associated with the Neumann boundary condition.(3) Find the Green’s function associated with the boundary condition u(0) = α, u′(1) = J1.(4) Show that the Green’s function in (1) is also given by
 G(x, y) =∞∑
 n=1
 2 sin(nπx) sin(nπy)1 + (nπ)2
 .
 Hint: For (1)–(3), find φ1, φ2 to the homogeneous equation Lφ = 0 with the required boundaryconditions at 0 and 1 respectively.
 For (4): Using the Fourier series, for smooth f satisfying f(0) = f(1) = 0,
 f(x) =∞∑
 n=0
 an sin(nπx), an = 2∫ 1
 0
 f(y) sin(nπy)dy.
 Exercise 2.37. Show that the Dirac function is a bounded and linear functional on (C(Ω), ‖ · ‖)where ‖ · ‖ is the maximum norm.
 Exercise 2.38. A delta-sequence is ρi∞i=1 of integrable functions on Rn such that
 limj→∞
 ∫
 Rn
 f(y)ρi(y) dy = f(0) ∀ f ∈ C(Rn) ∩ L∞(Rn).
 Suppose ρ is a measurable function having the property∫
 Rn
 ρ(y)dy = 1,
 ∫
 Rn
 ∣∣∣ρ(y)∣∣∣ dy < ∞.
 For every k ∈ N, define
 ρk(x) = knρ(kx).
 Show that ρk is a delta-sequence.
 Exercise 2.39. Show that in the distribution sense, sgn′(·) = 2H ′(·) = 2δ(·) where sgn is thesignature function and H := [1 + sgn]/2 is the Heaviside function.
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 2.6 Monotonic Iteration
 The monotonic iteration discussed in this section is a method used to find a fixed point of anoperator T, i.e. a solution to x = T[x]. The iteration scheme is the same as that of Picard’s iterationfor contraction mapping:
 xn = T[xn−1] ∀n ∈ N.
 If T is a contraction, the sequence xn, starting from whatever (reasonable) x0, is guaranteed toconverge to the unique fixed point of T. In many applications, although T is not a contraction, stillfor an appropriate chosen initial x0 the sequence xn converges to one of the fixed points of T.Such a situation occurs when T is a monotonic operator and there is a pair of sub-super solutions.
 To be more specific. Let’s first look at an illustrative example.
 Example 2.17. Consider finding roots to the algebraic equation
 x = sin(4πx), x ∈ (0,∞).
 Clearly, the mapping x → sin(4πx) is not a contraction, so it is not appropriate to use directly theiteration xn+1 = sin(4πxn); Indeed, such a sequence xn is chaotic; see Figure 2.2.
 The equation can be written as
 λ x + x = λx + sin(4πx), or x = T (x) :=λx + sin(4πx)
 1 + λ.
 When λ > 4π, T is a strictly increasing function. Thus, any iteration sequence xn has oneof the following behavior: (i) if T (x0) > x0, then xn is a monotonic increasing sequence, (ii) ifT (x0) < x0, then xn is a monotonic decreasing sequence, (iii) if T (x1) = x0, we have a fixedpoint; see Figure 2.2.
 The show that the sequence converges, we need only show that the sequence is bounded. For this,we need a subsolution and a supersolution. For any M > 1 and 0 < δ ¿ 1,
 T (M) =λM + sin(4πM)
 1 + λ< M.
 T (δ) =λδ + sin(4πδ)
 1 + λ=
 λδ + 4πδ + O(δ3)1 + λ
 > δ.
 Thus, M is a supersolution and δ is a subsolution.Starting from x0 = δ, the sequence Tn[x0] monotonically increases to a minimal solution
 x∗ ∈ (18 , 1
 4 ). Similarly, starting from any x0 > 1, the sequence Tn[x0] monotonically decreases toa maximal solution x∗ ∈ ( 5
 8 , 34 ).
 We remark that a generic supersolution may not be bigger than a generic subsolution. Forexample, for 0 < δ ¿ 1, −δ is a supersolution. What we have here is that between a pair of orderedsub-super solutions, there is at least an exact solution which is smaller than or equal to the supersolution and is bigger than or equal to the subsolution.
 Now we extend the above idea into an abstract setting.
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 Figure 2.2: Left: Plot of xn against n for the first one thousand iterations xn+1 = sin(4πxn),starting from x0 = 1. Right: First twenty monotonic iteration xn+1 = [λxn + sin(4πxn)]/(1 + λ)with λ = 17.00 and four different initial values.
 Definition 2.4. Let X be a Banach space on R. An partial ordering ”6” is a relation definedamong subsets of X2 that has the following properties:
 1. x > y is equivalent to x− y > 0;
 2. x > 0 and c > 0 implies cx > 0;
 3. x > 0 and y > 0 implies x + y > 0.
 Definition 2.5. Let (X, “6”) be a partially ordered Banach space, D ⊂ X and T : D → X be amap.
 1. T is called a monotonic map if
 x ∈ D,y ∈ D,x > y ⇒ T[x] > T[y].
 2. An element x ∈ D is called a subsolution to x = T[x] if
 T[x] 6 x.
 An element x ∈ D is called a supersolution to x = T[x] if
 T[x] > x.
 An pair (x,x) is called a sub-supersolution pair if x is a subsolution, x is a supersolution,and x 6 x.
 Now suppose T maps D into itself, is monotonic, and admits a sub-supersolution pair (x,x).Consider the following sequence,
 x0 := x, xj := T[xj−1] ∀ j ∈ N, y0 := x, yj := T[yj−1] ∀ j ∈ N.
 Then one can inductively show that
 x0 6 x1 6 x2 6 x3 6 · · · 6 y3 6 y2 6 y1 6 y0.
 Thus, under certain continuity and compactness assumption of the operator T, there are thelimits x∗ = limn→∞ xi and x∗ := limj→∞ yj . The limits have following properties:
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 1. Both x∗ and x∗ are fixed points of T: T[x∗] = x∗ and T[x∗] = x∗;
 2. x∗ is the minimal solution and x∗ is the maximal solution of the equation x = T[x] inthe set x ∈ D | x 6 x 6 x; that is, if x = T[x] and x 6 x 6 x, then x∗ 6 x 6 x∗.
 Next, we consider another example which is one of the origin of the monotonic iteration method.
 Example 2.18. Suppose f ∈ C1([0, 1];R) satisfies 0 = f(0) = f(1), f ′(0) > 2. Consider
 −u′′ + 2u′ = f(u), 0 < u < 1 in (0, π), u(0) = u(π) = 0.
 We would like to show that there exists a solution by using the maximum principle and the monotoneiteration technique.
 1) Set K = max|f ′(s)| | s ∈ [0, 1] and X := C([0, π]; [0, 1]). For each v ∈ X consider thelinear problem, for w,
 −w′′ + 2w′ + Kw = Kv + f(v) in (0, π), w(0) = 0 = w(π).
 Since K is a positive constant, this problem has a unique solution w, which we denote by T[v].2) We show that T is a monotonic operator; that is,
 v1, v2 ∈ X, v1 ≤ v2 =⇒ T[v1] ≤ T[v2].
 Indeed, seting w = T[v2]−T[v1], we have
 −w′′ + 2w′ + Kw = Kv2 + f(v2)−Kv1 − f(v1) = K + f ′(ξ)(v2 − v1) ≥ 0.
 This implies that w cannot attain an interior negative minimum. Thus, w ≥ 0, i.e. T[v1] ≥ T[v2].3) Denote by 0 and 1 the functions identically equal to zero and one, respectively. Since f(0) =
 0, T[0] = 0. Also since f(1) = 0, w := T[1] solves −w′′ + 2w′ + K(w − 1) = 0 on [0, π] subject tow(0) = w(π) = 0. By the maximum principle, one sees that 0 < w < 1 in (0, π). Hence, T[1] < 1in (0, 1). Consequently,
 0 = T[0] ≤ T[v] ≤ T[1] < 1 ∀ v ∈ X.
 4) Let w0 ∈ X be a function, to be carefully chosen in a moment. Consider the sequence wndefined by
 wn = T[wn−1] ∀n ∈ N.
 This is a sequence in X. Suppose we have w1 ≥ w0. Then w2 = T[w1] ≥ T[w0] = w1. An inductionthen shows that
 0 ≤ w0 ≤ w1 ≤ w2 ≤ · · · ≤ wn ≤ wn+1 < 1 ∀n ≥ N.
 Set u = limn→∞ wn. It is not very difficult to see that u = T[u] so u is a solution satisfyingw0 ≤ u ≤ T[1] < 1.
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 5) Now we construct w0. For w1 > w0 in (0, π) to be true, it suffices to have
 w′′0 − 2w′0 + f(w0) > 0 in (0, π).
 Indeed if this inequality is true, the function w := w1 − w0 satisfies
 −w′′ + 2w′ + Kw = Kw0 + f(w0)− (−w′′0 + 2w′0 + Kw0) = w′′0 − 2w′0 + f(w0)) > 0 in (0, π),
 so by the maximum principle, w > 0, i.e. w1 > w0 in (0, π).For small positive constant ε, consider
 w0(x) = εex−π sin x.
 We calculate
 w′′0 − 2w′0 + f(w0) = −2w0 + f(w0) = f ′(θw0)− 2w0, θ ∈ [0, 1].
 Since f ′(0) > 2, there exists ε ∈ (0, 1) such that mins∈[0,ε] f′(s) > 2. For this particular ε, the
 function w0(x) := εex−π sin x satisfies w′′0 − 2w′0 + f(w0) > 0 in (0, π). Consequently, we obtain asolution u satisfying εex−π sin x < u < 1 on (0, π). This completes the proof.
 We now review the above technique in an abstract form.
 1. The problem: Find u ∈ Y such that
 Lu +N [u] = 0 in X.
 Here X and Y are Banach spaces, L : Y → X is a linear operator and N : Y → X is a nonlinearoperator. In our example,
 X := C([0, π];R), Y = u ∈ C2([0, π]) | u(0) = u(π) = 0L : u ∈ Y → Lu := u′′ − 2u′ ∈ X, N : u ∈ Y → N [u] := f(u) ∈ X.
 Note that each element in Y can be automatically regard as an element in X. That is, thereis a natural embedding I : Y → X. Since the norms of Y and X are different, I is not isometric.Indeed, in the current case, I is a linear compact operator, since if B is a bounded set in Y, thenI(B) is an equicontinuous family, so I(B) is compact in X.
 2. The Transformation: With this imbedding I : Y → X, we choose an appropriate constant λ
 transferring the original problem into the following equivalent form: Find u ∈ Y such that
 λIu− Lu = λIu +N [u] in X.
 The first key property we impose on L is that the operator λI − L : Y → X is invertible forevery large enough λ. Hence, for λ large enough, the above equation can be rewritten as
 u = Tλ[u] in Y,
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 where
 Tλ := (λI− L)−1(λI +N ) = (I− εL)−1(I− εN ), ε :=1λ
 .
 3. Monotonicity: The second key property we impose on L and N is that (i) a certain positivityin Y can be defined and (ii) for some small positive ε > 0, Tλ is a monotonic operator:
 u1 > u2 =⇒ Tλ[u1] > Tλ[u2].
 4. A pair sub and super solutions: Now starting from some w0 ∈ Y, we consider the Picard’siteration sequence defined by
 wn = Tλ[wn−1] ∀n ∈ N.
 This sequence wn is increasing if w1 > w0. Similarly, this sequence is decreasing if w1 6 w0. Thus,for the sequence to be monotonic and bounded, it suffices to have a pair of sub and super-solutions:
 There exists w− and w+ such that w− 6 w+ and (I−Tλ)[w+] > 0 > (I−Tλ)[w−).
 (a) Under these conditions, starting from w0 = w−, the resulting Picard’s sequence is monoton-ically increasing and bounded from above by w+. Under appropriate continuity condition, thesequence has a limit w∗, which is a fixed point of T.
 (b) Similarly, the Picard’s sequence starting from w0 = w− is decreasing and bounded frombelow by w+, so it has a limit w∗ which is a fixed point of T.
 We call w∗ a minimal solution and w∗ a maximal solution. If w∗ = w∗, then solution isunique.
 We point out that monotonic iteration converges, but the rate of convergence may not be veryfast. The Newton’s iteration, on the other hand, may not converge, but if it does, it convergessuper-fast.
 Example 2.19. Consider the initial boundary value problem for the reaction-diffusion equation
 ∂u(x, t)∂t
 =∂2u(x, t)
 ∂x2+ f(u(x, t)), x ∈ (0, 1), t > 0,
 u(x, 0) = u0(x), x ∈ [0, 1], t = 0,
 u(0, t) = 0, u(1, t) = 0, x ∈ 0, 1, t > 0.
 In numerical simulation, time and space are discretized. Here we consider a semi-discretizationscheme. The time interval [0,∞) is decomposed into subintervals ∪k∈N[tk−1, tk) where tk = kh, withfixed step size h for all integer k ≥ 0. Denote by uk(·) ∈ C2([0, 1];R) an approximation of u(·, tk),the semi-implicitly semi-discretization takes the following form
 uk − uk−1
 h= L[uk] + f(uk−1) on (0, 1), ∀k ∈ N,
 uk ∈ X := v ∈ C2([0, 1]) | v(0) = v(1) = 0.
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 Here L = d2
 dx2 . The scheme can be written as
 (I− hL)uk = (I + hf)[uk−1], or uk = (I− hL)−1(I + hf)[uk−1], k ∈ N.
 Under suitable conditions on initial data, this becomes a monotonic iteration scheme, from which, onecan figure out the dynamics, i.e. the evolution of solutions to the reaction-diffusion. In particular,if w ∈ X is a limit of the monotonic iteration, we can reasonably conclude that
 limt→∞
 u(·, t) = w(·), Lw + f(w) = 0.
 SUMMARYMonotonic iteration allows one to find a specific solution for problems having multiple solutions.
 In the dynamical point of view, one can regard each iteration as an evolution of the system.
 Exercise 2.40. Let ` > 0, p ∈ C([0, `];R) and f ∈ C1(R;R) be given. Denote N [u] = −u′′ + p u′ −f(u) and X := u ∈ C2([0, `]) | u(0) = u(`) = 0. Suppose there exist
 w−, w+ ∈ X satisfying w− 6 w+, N [w−] 6 0 6 N [w+] on [0, `].
 Show that there exists at least one u ∈ X satisfying N [u] = 0 and w− 6 u 6 w+ on [0, `].
 Exercise 2.41. Shoe that if and only if ` > π, there exists at least a solution u ∈ C2([0, `]) to
 −u′′ + 2u′ = 2u(1− u2), 0 < u < 1 in (0, `), u(0) = u(`) = 0.
 Hint: For non-existence, consider the Wronskian W [u, φ] where φ = ex sin x. The differentialinequality for W does not match its boundary value.
 Exercise 2.42. For ` ∈ (0,∞), find all solutions to
 −u′′ = 2u(1− u2) in (0, `), u(0) = u(`) = 0.
 Hint: There is a first integral u′2 = (1− u2)2 − c so solutions are periodic.
 Exercise 2.43. Consider the non-linear equation
 u′′ + u + 12 sin(2u) = 0, u > 0 in (0, π), u(0) = u(π) = 0.
 1. Let m > 0 be the global maximum of u. Show that
 u′2 = m2 + sin2 m − u2 − sin2 u in (0, π).
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 2. Show that u′ > 0 in (0, π/2), u′ < 0 in (π/2, π) and u(π/2+x) = u(π/2−x) for all x ∈ [0, π/2].
 3. Denote by
 L(m) =2π
 ∫ m
 0
 du√m2 + sin2 m− u2 − sin2 u
 .
 Show that there is a solution with maximum m if and only if L(m) = 1.
 4. Show that L(m) is a continuous function of m ∈ (0,∞) and for every k ∈ N, L(kπ) > 1 >
 L([k− 1/2]π). Hence, for every k ∈ N, there exists at least an mk ∈ ([k− 1/2]π, kπ) such thatL(mk) = 1. Consequently, there exists a solution, denoted by uk, such that max uk = mk.
 5. Show that all solutions are ordered. Namely, if u and v are different solutions, then eitheru > v in (0, π) or u < v in (0, π). Consequently, u1 < u2 < · · · < uk < uk+1 < · · · in (0, 1).
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 2.7 Series Expansion and Method of Frobenius
 Consider the Bessel function defined by the Bessel equation
 z2 d2B
 dz2+ z
 dB
 dz+ [z2 − ν2]B = 0
 where ν ∈ C is a parameter (constant). This equation is singular at z = 0. We try a series solutionof the form, for unknown constants γ, a0, a1, · · · ,
 B(z) ∼ zγ
 a0 + a1z + a2z2 + z3z
 3 + · · ·
 (a0 6= 0).
 Here γ is the exponent of the leading order. Substituting the expansion into the equation gives
 [γ2 − ν2]a0 + [(1 + γ)2 − ν2]a1z +∞∑
 n=2
 [([n + γ]2 − ν2)an + an−2]zn ∼ 0.
 Thus, to obtain a formal series solution, what we need is
 γ2 − ν2 = 0,
 [(1 + γ)2 − ν2]a1 = 0,
 [ν2 − (n + γ)2]an = an−2 ∀n ≥ 2.
 Hence, the leading order exponent γ must satisfy γ2 = ν2. For simplicity we take γ = ν. Then(n + γ)2 − ν2 = n(n + 2ν). Assume 2ν is not a negative integer. Then a1 = 0. This leads to thefollowing:
 a2k−1 = 0, a2k = a0
 k∏n=1
 (−1)4n(n− ν)
 =a0
 4k
 (−1)kΓ(1 + ν)k! Γ(k + 1 + ν)
 , k ∈ N
 where Γ(·) the celebrated Gamma function defined by
 Γ(z) =
 ∫ ∞
 0
 tz−1e−tdt if <(z) > 0,
 Γ(z + k)z(z + 1) · · · (z + k − 1)
 if 1− k ≥ <(z) > −k, k ∈ N.
 Taking a0 = 1/[2νΓ(1 + ν)] we obtain a Bessel function (solution to the Bessel equation),
 Jν(z) :=∞∑
 k=0
 (−1)k
 k! Γ(k + 1 + ν)
 (z
 2
 )2k+ν
 , ν ∈ C \ −1,−2, · · · .
 If ν is not a negative integer, the series is uniformly convergent. The function Jν(z)/zν is anentire function of z ∈ C (i.e. the radius of the convergence of the Taylor series is ∞) and also aholomorphic function of ν ∈ C\−1,−2, · · · . When ν is not an integer, Jν and J−ν are two-linearlyindependent solutions to the Bessel equation. When ν is an integer, other Bessel functions can beobtained via variation of constant. For the Bessel equation, not only can z be regarded as a realvariable, but also it can be regarded as a complex variable.
 Following the same procedure, next we consider singular linear equations of the form
 t2d2x(t)
 dt2+ tp(t)
 dx(t)dt
 + q(t)x(t) = 0 (2.13)
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 where p and q are assumed to be analytic near the origin:
 p(t) =∞∑
 i=0
 pi ti, q(t) =∞∑
 i=0
 qi ti ∀|t| ≤ ρ.
 It was Georg Frobenius (1848–1917, German mathematician) who tried successfully a seriessolution in the form
 x(t) ∼ tγ
 1 + c1t + c2t2 + c3t
 3 + · · ·
 .
 For the Frobenius method to work, we need
 ∞∑n=0
 cn[(n + γ)(n + γ − 1) + p0(n + γ) + q0]zn +∞∑
 n=1
 n−1∑
 i=0
 ci[(i + γ)pn−i + qn−i]zn ∼ 0.
 The leading order equation
 P (γ) := γ(γ − 1) + p0γ + q0 = 0
 is called the indicial equation. Its roots, called the exponents, are
 γ± :=12
 1− p0 ±
 √(p0 − 1)2 − 4q0
 .
 Once γ = γ+ or γ− is chosen, the coefficients for cn can be calculated by
 c0 = 1, cn = −∑n−1
 i=0 ci[(i + γ)pn−i + qn−i]P (n + γ)
 ∀n ≥ 1.
 1. First we consider the case
 (p0 − 1)2 ≥ 4q0.
 In this case both roots γ± are real. In addition,
 P (k) > 0 ∀k ∈ (−∞, γ−) ∪ (γ+,∞).
 Thus, a formal series solution can be obtained when γ = γ+. Under the assumption that bothp and q are analytic near zero, one can show that series 1 +
 ∑∞n=1 cntn is uniformly convergent near
 the origin. Thus, we obtain a solution
 x(t) = tγ∞∑
 n=0
 cntn 0 < |t| ≤ ε.
 When γ+ − γ− is not an integer, P (n + γ−) 6= 0 for n ∈ N. Hence taking γ = γ− we obtainanother solution for which x(t)/tγ is analytic near the origin.
 In the general case, we can use variation of constant to obtain another solution.
 2. Suppose (p0 − 1)2 − q0 < 0. Then the γ± are not real. We write the roots as
 γ = α± βi, α := 12 (1− p0), β := 1
 2
 √4q0 − (p0 − 1)2
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 Taking γ = γ+, we obtain a series with complex coefficients. Write
 cn = an + bni, an, bn ∈ R ∀n ≥ 0.
 Then the solution can be written as
 x(t) = eγ ln t∞∑
 n=0
 cntn
 = rα
 cos(β ln t) + i sin(β ln t) ∑
 n≥0
 [an + ibn]tn
 = x1(t) + ix2(t)
 where
 x1(t) = <(x(t)
 )= rα cos(β ln t)
 ∑antn − rα sin(β ln t)
 ∑bntn,
 x2(t) = =(x(t)
 )= rα sin(β ln t)
 ∑antn + rα cos(β ln t)
 ∑bntn.
 One can show that x1(t) and x2(t) are two linearly independent solutions.
 SUMMARYThe series expansion method provides a way to understand the behavior of solution for singular
 odes.
 Exercise 2.44. Show that when ν = 1/2, the general solution to the Bessel equation is given by
 B(z) =1√z
 c1 sin z + c2 cos z
 .
 In particular, the distance between successive nodes (zeros of B(·) = 0) is π.
 Exercise 2.45. Find a formal series solution u =∑∞
 n=1 anz−n to the equation
 z2u′′ + zu′ − u + u2 = 0.
 Exercise 2.46. (i) Suppose both p and q are analytic near the origin. Show that the power seriestγ
 ∑cntn furnished by the Frobenius method is convergent in a neighborhood of the origin.Hint: Set cn = Cnε−n. The equation for cn can be written as
 Cn = ε
 ∑ni=1 Cn−i[n− i + γ]piε
 i + qiεi
 P (n + γ).
 There exists δ > 0 such that |P (n + γ)| ≥ δn2 and |Cn| ≤ 1 for all n ∈ N.(ii) Suppose both p and q are real analytic on (−ε, ρ). Show that the solution can be extended
 analytically over (−ε, ρ).
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 Exercise 2.47. Suppose p and q are analytic near the origin and [p(0)− 1]2 = 4q(0). Demonstratethat there is a unique (formal) series solution to t2x(t) + tp(t)x(t) + q(t)x(t) = 0, in the form
 x(t) ∼ t(1−p0)/2
 ln t +∞∑
 n=1
 [cn ln t + dn]tn
 .
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 2.8 Fourier Series and Eigenproblem
 Before we discuss the general theory, first we recall inner product and its associates.
 Hilbert Space
 A vector norm is introduced to measure length or magnitude of vectors. An inner product isintroduced to measure angles between vectors. We recall the following definition.
 An inner product on a vector space E over F = R or F = C is a function (·, ·) : E × E → Fwith the following properties:
 1. positivity: (x,x) > 0 ∀x 6= 0;
 2. symmetry: (x,y) = (y,x) ∀x,y ∈ E;
 3. bi-linearity: (ax + by, z) = a(x, z) + b(y, z) ∀x,y, z ∈ E, a, b ∈ F .
 Here bar stands for complex conjugate. The other half of bi-linearity (x, ay + bz) = a(x,y) +b(x, z) is omitted from the definition since it can be derived from the symmetry property.
 A vector space E equipped with an inner product is called a Euclidean space. A Euclideanspace has a default norm
 ‖x‖ :=√
 (x,x) ∀x ∈ E.
 That this definition indeed produces a norm follows from the famous Cauchy-Schwarz inequality
 |(x,y)|2 ≤ (x,x) (y,y) ∀x,y ∈ E.
 In a Euclidean space, angle, length, area, volume, line, plane, orthogonality and many other geo-metrical objects can be introduced and studied.
 A Euclidean space is called a Hilbert space if it is a Banach space. According to the celebratedBanach extension theorem, any Euclidean space can be completed to a Hilbert space.
 A linear operator L from a subspace D of a Hilbert space H to H is called self-adjoint if
 (Lx,y) = (x,Ly) ∀x,y ∈ D.
 Example 2.20. Let E be the set of all polynomials (an infinite power series does not count) withreal coefficients. On E we can define a number of inner products:
 (φ, ψ)0 :=∫ 1
 0
 φ(x)ψ(x) dx,
 (φ, ψ)m :=∫ 1
 0
 m∑
 i=0
 diφ(x)dxi
 diψ(x)dxi
 dx, m ∈ N.
 They provide a number of Euclidean spaces (E, (·, ·)m ), m = 0, 1, · · · . The completion of (E, (·, ·)m)is the Hilbert space Hm((0, 1)). When m = 0, H0((0, 1)) is commonly denoted by L2((0, 1)).
 After the work of Lebesgue, it became known that L2((0, 1)) can be identified as the set of allsquare integrable Lebesgue measurable functions.
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 It is Sobolev who initiated the study of Hm and other related Banach spaces, called Sobolevspaces. In H1((0, 1)), every function has a square integrable derivative1, so is absolutely continu-ous. The space H1
 0 ((0, 1)) is a subspace of H1((0, 1)), being those functions in H1((0, 1)) that haveboundary value zero at x = 0 and x = 1.
 Eigenproblem
 Let a be a constant. Consider the boundary value problem, for u,
 Lu(x) := −u′′(x) + au(x) = f(x) ∀x ∈ I := (0, π/2), u(0) = u′(π/2) = 0. (2.14)
 Associated with L and the boundary conditions, the eigenproblem is to find λ ∈ C and φ ∈C2([0, π/2];C) such that
 Lφ = λφ in (0, π/2), φ(0) = φ′(π/2).
 Since this is an equation of constant coefficients, general solutions are exponential functions, so acomplete set of eigenpairs (λk, φk)k∈N can be found. One of such a set is given by
 λk = (2k − 1)2 + a, φk(x) = sin([2k − 1]x) ∀ k ∈ N.
 Fredholm Alterative
 Now consider the inhomogeneous problem (2.14).If 0 is not an eigenvalue, i.e. a 6∈ −(2k − 1)2 | k ∈ N, there is a unique solution for every f .It 0 is an eigenvalue, i.e. a = −(2i− 1)2 for some i ∈ N, there is the Fredholm alternative:
 1. If∫
 If(x)φi(x)dx = 0, there are infinity many solutions, given by
 u(x) = c φi +∑
 k 6=i
 ck
 λkφk ∀ c ∈ R, ck :=
 ∫If(x)φk(x)dx∫Iφk(x)2dx
 .
 2. If∫
 If(x)φi(x)dx 6= 0, there is no solution. Indeed, if u is a solution,
 ∫ π/2
 0
 f(x)φi(x)dx =∫ π/2
 0
 [−u′′ + au]φidx = [−u′φi + uφ′i]∣∣∣π/2
 0+
 ∫ π/2
 0
 u[−φ′′i + aφi]dx = 0.
 Eigenbasis and Fourier Series
 Let λk = a + (2k − 1)2 and φk(x) = sin([2k − 1]x), so (λk, φk) is a complete set of eigenpairsfor the operator L = − d2
 dx2 + a subject to the homogeneous Dirichlet boundary condition at 0 andNeumann boundary condition at π/2.
 Introduce the classical inner product for the set L2((0, 1)) of all square integrable functions:
 (φ, ψ) :=∫
 I
 φ(x)ψ(x)dx, ‖φ‖ =√
 (φ, φ).
 1Valid only in the one space dimension, an integrable function g is called the derivative of f if f(b)−f(a) =R b
 a g(t)dtfor every a < b.
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 Then L2((0, 1)) is a Hilbert space. In L2((0, 1)), the set φk is an orthogonal set, i.e. (φi, φk) = 0for all integer i 6= k. Indeed,
 λk
 ∫
 I
 φkφidx =∫
 I
 φiLφkdx =∫
 I
 φi(−φ′′k + aφk)dx
 = (−φ′kφi + φ′iφk)∣∣∣π/2
 0+
 ∫
 I
 φk(−φ′′i + aφi)dx =∫
 I
 φkLφidx = λi
 ∫
 I
 φkφi dx.
 Here in the second line, we have used integration by parts and the homogeneous boundary conditionsof φi and φk at x = 0, π/2. Thus if i 6= k, (φi, φk) = 0, i.e. φi ⊥ φk.
 Given a function f ∈ L2(I) and an orthogonal set φk, its Fourier series is defined as
 ∞∑
 k=1
 ckφk, ck :=(f, φk)(φk, φk)
 ∀ k ∈ N.
 Here, the Fourier coefficients ck are determined by the formal calculation
 (φi, f) ∼ (φi,∑
 k
 ckφk) ∼∑
 k
 ck(φi, φk) ∼ ci(φi, φi).
 Now a natural question is the completeness of the set φk∞k=1; that is, is every (smooth) functionequal to its Fourier series? Here we provide a proof for an affirmative answer to this question byusing the classical Fourier analysis. An alternative method is to use the second order linear operatorL together with the boundary conditions; this is more natural than the first method since the setφk originates from linear operator and the boundary conditions. We shall address this issue later.
 Convergence of Fourier Series in the L2 norm
 Let’s denote the partial sums of the Fourier series by
 Sn = Sn[f ] :=n∑
 k=1
 ckφk, ck :=(f, φk)(φk, φk)
 .
 There are at least two ways to interpret the convergence of Sn to f . One is in an L2 sense and theother is in a point-wise limit sense. The former relates the completeness of the orthogonal set φk.The latter is a common curiosity and involves a great deal of Fourier analysis.
 First, we use the inner product. Since for each k ≤ n, (φk, f − Sn) = (φk, f) − (φk, Sn) =(φk, f)− ck(φk, φk) = 0, φk ⊥ f − Sn, so Sn =
 ∑nk=1 ckφk ⊥ f − Sn. It follows that
 0 = (Sn, f − Sn) = (f, Sn)− ‖Sn‖2 6 ‖f‖‖Sn‖ − ‖Sn‖2.
 Thus ‖Sn‖2 6 ‖f‖ ‖Sn‖ so ‖Sn‖ 6 ‖f‖. Consequently,
 ‖f‖2 > ‖Sn‖2 =( n∑
 k=1
 ckφk,
 n∑
 l=1
 clφl
 )=
 n∑
 k,l=1
 ckcl(φk, φl) =n∑
 k=1
 |ck|2‖φk‖2.
 Sending n →∞ we have the inequality∞∑
 k=1
 |ck|2‖φk‖2 6 ‖f‖.
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 The set φk is called an orthogonal basis if the following Parseval’s identity holds
 ‖f‖2 =∞∑
 k=1
 (f, φk)2
 (φk, φk)∀ f ∈ L2(I).
 Suppose the Parseval’s identity holds. Then,
 ‖f − Sn‖2 = (f − Sn, f − Sn) = (f, f)− 2(f − Sn, Sn)− (Sn, Sn)
 = (f, f)− (Sn, Sn) = ‖f‖2 − ‖Sn‖2 =∞∑
 k=n+1
 |ck|2‖φk‖2 → 0 as n →∞.
 Thus, the Fourier series converges to f :
 f =∞∑
 k=1
 ckφk in the sesse limn→∞
 ∥∥∥∥∥f −n∑
 k=1
 ckφk
 ∥∥∥∥∥
 2
 = 0.
 Later on we shall provide a general method showing that φk is an orthogonal basis.
 Pointwise Convergence of the Fourier Series
 To study the completeness of the set φk, here again we investigate the partial sum
 Sn[f ](x) :=n∑
 k=1
 ckφk(x) =n∑
 k=0
 ∫
 I
 f(y)φk(y)φk(x)‖φk‖2 dy =
 ∫
 I
 f(y)δn(x, y) dy
 where
 δn(x, y) :=n∑
 k=1
 φk(x)φk(y)‖φk‖2 .
 For the purpose of illustration only, we consider our special example φk(x) = sin([2k − 1]x).Then ‖φk‖2 = π/4. Hence,
 δn(x, y) =4π
 n∑
 k=1
 sin([2k − 1]x) sin([2k − 1]y)
 =2π
 n∑
 k=1
 cos([2k − 1][x− y])− cos([2k − 1][x + y])
 =
 =2π<
 n∑
 k=1
 (ei(2k−1)(x−y) − ei(2k−1)(x+y))
 =2π<
 (ei(2n+1)(x−y) − ei(x−y)
 e2i(x−y) − 1− ei(2n+1)(x+y) − ei(x+y)
 e2i(x+y) − 1
 )
 =2π<
 ( e2n(x−y)i − 1ei(x−y) − e−i(x−y)
 − e2n(x+y)i − 1ei(x+y) − e−i(x+y)
 )
 =1π
 ( sin(2n[x− y])sin(x− y)
 − sin(2n[x + y])sin(x + y)
 )=: Kn(x− y)−Kn(x + y)
 where
 Kn(z) =sin(2nz)π sin z
 .
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 Note that Kn is even and periodic with period 2π. In addition, K(z + π) = −K(z). Thus,
 Sn[f ](x) =∫ π/2
 0
 f(y)
 Kn(x− y)−Kn(x + y)
 dy
 =∫ x
 x−π/2
 f(x− z)Kn(z)dz −∫ x+π/2
 x
 f(z − x)Kn(z) dz
 =∫ x
 x−π/2
 f(x− z)Kn(z) dz −∫ π/2
 x
 f(z − x)Kn(z)−∫ x−π/2
 −π/2
 f(z + π − x)Kn(z + π)dz
 =∫ π/2
 −π/2
 f(x− z)Kn(z) dz,
 where f is an extension of f defined as follows:
 f(y) =
 f(y) if y ∈ [0, π/2],
 −f(−y) if y ∈ [−π/2, 0),
 f(π − y) if y ∈ (π/2, 3π/2),
 f(y − 2kπ) if y ∈ [−π/2 + 2kπ, 3π/2 + 2kπ), k = Z.
 That is, f is obtained from f by (i) odd extension from [0, π/2] to [−π/2, π/2], (ii) even aboutx = π/2 extension from [−π/2, π/2] to [−π/2, 3π/2), and finally (iii) 2π periodic extension from[−π/2, 3π/2) to R.
 The δ sequence
 Theorem 2.6. Let Kn(z) = sin(2nz)/π sin z. The sequence Kn∞n=1 is a weak δ-sequence; that is,if f is 2π-periodic and has a locally integrable first order derivative, then
 limn→∞
 ∫ π/2
 −π/2
 f(x− z)Kn(z) dz = f(x) uniformly in x ∈ R.
 Proof. Note that Sn[f ] is 2π-periodic. For x ∈ [0, π/2],
 Jn(x) :=∫ π/2
 x
 Kn(z)dz =∫ π/2
 x
 d sin2(nz)nπ sin z
 =sin2(nz)nπ sin z
 ∣∣∣π/2
 x+
 ∫ π/2
 x
 cos z sin2(nz)sin2 z
 dz
 =1
 nπ
 sin2(
 nπ
 2)− sin2(nx)
 sin x
 +
 ∫ nπ/2
 nx
 sin2 t cos(t/n)n2π sin2(t/n)
 dt.
 Since
 sin z ≥ 2z
 π∀ z ∈ [0, π/2],
 the last integrand is bounded by
 sin2 t
 n2π sin2(t/n)≤ sin2 t
 π
 π2
 4t2=
 π
 4sin2 t
 t2.
 It then follows by the Lebesgue’s dominated convergence theorem that
 limn→∞
 Jn(0) =∫ ∞
 0
 sin2 t
 πt2dt = 1
 2 .
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 Also, there are the pointwise estimates
 |Jn(x)| ≤ 1nπ
 +sin2(nx)nπ sinx
 +∫ ∞
 nx
 π sin2 t
 4t2dt 6 5,
 |Jn(x)| ≤ 1nπ
 +1
 nπ sinx+
 π
 4(nx)≤ 2
 n sinx∀x ∈ (0, π/2],
 where in the first estimate, we have used the fact that | sin(nz)| ≤ n sin z for all z ∈ [0, π/2]. Hence
 Sn[f ](x) =∫ π/2
 0
 [f(x− z) + f(z + x)]Kn(z)dz
 = −Jn(z)[f(x− z) + f(x + z)]∣∣∣π/2
 0+
 ∫ π/2
 0
 [f ′(x + z)− f ′(x− z)]Jn(z) dz
 = 2Jn(0)f(x) +∫ π/2
 0
 [f ′(x + z)− f ′(x− z)]Jn(z) dz.
 Since Jn is bounded uniformly in n and as n → ∞ and Jn(z) converges to zero, uniformly inz ∈ [δ, π/2] for every δ > 0, we derive that
 limn→∞
 maxx∈R
 |Sn[f ](x)− f(x)| ≤ maxy∈R
 |f(y)| limn→∞
 |2Jn(0)− 1|
 + limδ→0
 limn→∞
 maxx∈R
 5
 ∫ δ
 0
 |f ′(x− z)− f ′(x + z)|dz +∫ π/2
 δ
 2|f ′(x− z)− f ′(x + z)|n sin δ
 dz
 ≤ limδ→0
 maxx∈R
 ∫ δ
 −δ
 5|f ′(x + y)|dy = 0.
 Proof of the Parseval’s identity. The following arguments are routinely shortened as “the
 general case follows from an approximation by smooth functions.”.
 We recall that L2(I) is the completion of C∞(I) functions under the L2 norm. We denote by‖ · ‖ the abstract L2(I) norm and ‖ · ‖L2 the integral norm for smooth functions. By definition,‖f‖ = ‖f‖L2 for every smooth function f .
 Let p be an arbitrary point in L2(I). Let ε > 0 be an arbitrarily fixed small positive constant.By the definition of L2(I), there exists a smooth function f1 such that ‖p − f1‖ < ε. By a slightchange near the boundary of ∂I, there exists a smooth function f2 such that ‖f1 − f2‖L2 < ε andthat f2 = 0 in a neighborhood of the ∂I. Extend f2 to f2 defined on R with needed symmetryand periodicity. Then f2 is still smooth. Hence, the series Sn[f2] converges uniformly to f2 on I.This implies that there exists a large integer N such that ‖f2 − Sn[f2]‖L2 ≤ ε for every n ≥ N .By the definition of Fourier coefficients, one sees that ‖f2 − Sn[f2]‖L2 = ‖f2 − Sn[f2]‖. Upon using‖Sn[p]− Sn[f2]‖ = ‖Sn[p− f2]‖ ≤ ‖p− f2‖ we derive that
 ‖Sn[p]− p‖ ≤ ‖Sn[p]− Sn[f2]‖+ ‖Sn[f2]− f2‖+ ‖f2 − p‖ ≤ 2‖p− f2‖+ ε ≤ 5ε ∀n ≥ N.
 Therefore, limn→∞ ‖p− Sn[p]‖ = 0, which is equivalent to the Parseval’s identity.
 The above argument completes the proof that φk∞k=1 is an orthogonal basis for L2(I).
 We remark that the above argument has nothing to do with the Lebesgue integral. Of course,identifying every point in L2 as a square integrable Lebesgue measurable function helps a lot in
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 understanding and in notation. For example, the abstract L2 norm ‖ · ‖ can be simply written as‖ · ‖L2 once Lebesgue integrals are introduced and points in L2 are identified as square integrablefunctions. In this setting, one has to realized that two measurable functions are considered asidentical when they differ only at a set of measure zero. Hence, in this setting, pointwise convergencedoes not make much sense at a first glance.
 In the Hilbert space L2((0, π/2)), Sn[f ] is the best approximation to f in the subspace
 Vn = ∑ni=1 aiφi | ai ∈ R,
 ∥∥∥f − Sn[f ]∥∥∥ = min
 u∈Vn
 ∥∥∥f − u∥∥∥.
 Nevertheless, even if f is continuous, it may not be necessary to have point-wise convergence. In thesequel, we provide another sequence of partial Fourier sums which guarantees point-wise convergencefor continuous functions. For this, we consider the average of the partial sum
 σn[f ](x) =1n
 n∑
 k=1
 Sk[f ](x) =∫ π/2
 −π/2
 f(x− z)Hn(z) dz ∈ Vn
 where
 Hn(z) =1n
 n∑
 k=1
 Kn(z) =1n
 n∑
 k=1
 sin(2kz)π sin z
 =1
 nπ sin z=
 n∑
 k=1
 e2ikz =1
 nπ sin z=e2(n+1)zi − e2zi
 e2zi − 1=
 cos z − cos([2n + 1]z)2nπ sin2 z
 =sin2([n + 1
 2 ]z)− sin2( 12z)
 nπ sin2 z.
 Write
 σn[f ](x) = 2f(x)∫ π/2
 0
 Hn(z)dz +∫ π/2
 0
 (f(x− z) + f(x + z)− 2f(x))Hn(z)dy.
 It then follows that∣∣∣σn[f ](x)− f(x)
 ∣∣∣ ≤ ‖f‖∞∣∣∣2
 ∫ π/2
 0
 Hn(z)dz − 1∣∣∣ + 4‖f‖∞
 ∫ π/2
 δ
 |Hn(z)|dz
 +2 max|y−x|≤δ
 |f(y)− f(x)|∣∣∣∫ π/2
 0
 Hn(z)∣∣∣.
 First sending n → ∞ then δ → 0, we see that limn→∞ Sn[f ](x) = f(x) whenever x is a point ofcontinuity of f . We hence have the following:
 Theorem 2.7. Let Hn(z) := [sin2([n + 12 ]z)− sin2( 1
 2z)]/nπ sin2 z. Then Hn is a delta-sequence;namely, if f is continuous on R and periodic with period 2π, then
 limn→∞
 ∫ π/2
 −π/2
 f(x− z)Hn(z)dz = f(x) uniformly in x ∈ R.
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 General Theory
 1. The Sturm-Liouville System.A Sturm Liouville operator is a second order linear differential operator − d
 dx (p ddx ) + q.
 Associated with a Sturm-Liouville operator, a Sturm-Liouville system consists of the equation
 [p(x)φ′(x)]′ + q(x)φ(x) + λr(x)φ(x) = 0 ∀x ∈ [a, b],
 and homogeneous boundary conditions imposed at x = a and x = b. Here λ is a constant, calledeigenvalue if there are non-trivial solutions.
 For simplicity and for definiteness, we consider, for given continuous functions p and q definedon [0, 1], the Sturm-Liouville operator
 Lu := −u′′ + pu′ + qu
 subject to the Dirichlet boundary conditions
 u(0) = u(1) = 0.
 2. The self-adjoint operator.The particular form of the classical Sturm-Liouville operator [pu′]′+qu is meant to use standard
 inner product space. Here for our particular L, we introduce a special inner product and norm
 〈φ, ψ〉 :=∫ 1
 0
 e−P (x)φ(x)ψ(x) dx, P (x) :=∫ x
 0
 p(y) dy, ‖|φ‖|2 :=√〈φ, ψ〉.
 We use X to denote the completion of C([0, 1]) under the norm ‖| · ‖|. One can show that X =L2((0, 1)), the set of all square integrable Lebesgue measurable functions. Also, we use Y to denotethe completion of the set C1
 0 ([0, 1]) := u ∈ C1([0, 1]) | u(0) = u(1) = 0 under the inner product
 (φ, ψ)Y :=∫ 1
 0
 e−P(φ′ψ′ + [M + q]φψ
 )dx, M := max
 x∈[0,1]|q(x)|.
 One can show that Y = H10 ((0, 1), the set of functions having zero boundary value and square
 integrable first order derivatives. One notices that X and L2((0, 1)), as well as Y and H10 ((0, 1)),
 have different inner products, so although they compose of the same set of elements, the angles andlengths are defined differently.
 We can calculate, when φ, ψ ∈ Y ∩ C2([0, 1]),
 〈φ,Lψ〉 =∫ 1
 0
 φeP [−ψ′′ + pψ′ + qψ]dx =∫ 1
 0
 − φ(e−P ψ′)′ + qφe−P ψ
 dx
 = −e−P ψ′φ|10 +∫ 1
 0
 e−P (ψ′φ′ + qφψ)dx
 =∫ 1
 0
 e−P (φ′ψ′ + qφψ)dx
 = e−P ψφ′∣∣∣1
 0+
 ∫ 1
 0
 ψ[−(e−P φ′)′ + qe−P φ]dx = 〈Lφ, ψ〉.
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 Thus, L is a self-adjoint operator from D := Y ∩ C2([0, 1]) ⊂ X to X.
 3. The orthonormal eigen-basis generated from the self-adjoint operator.Denote by (λk, φk) a complete set of eigen-pairs to the eigenvalue problem
 Lφ = λφ in (0, 1), φ(0) = φ(1) = 0
 where each φk is normalized to have unit length: ‖|φk‖| = 1. One can show that each φk is aC2([0, 1]) function.
 For each k, λk is real. Also φk∞k=1 is an orthonormal sequence. Indeed, this follows from ageneral self-adjoint operator:
 λi〈φi, φk〉 = 〈Lφi, φk〉 = (φi,Lφk〉 = λk〈φi, φk〉.
 First set i = k we see that λi = λi so λi is real. Next, if λi 6= λk, then 〈φi, φk〉 = 0, i.e. φi ⊥ φk.One can further show that each eigenvalue is simple, i.e., its eigenspace is one-dimensional. In
 addition,
 limn→∞
 λn = ∞.
 Hence, we arrange the eigenvalues in the increasing order: λ1 < λ2 < λ3 < · · · . In this manner,λ1 is called the principal eigenvalue and φ1 the principal eigenfunction. One can show that aneigenfunction is principal if and only if it does not vanish inside the interval, i.e., if and only if it ispositive inside the interval or negative inside the interval.
 While the set φk is an orthonormal set in the space(X, 〈·, ·〉), it is also an orthogonal set inthe space (Y, (·, ·)Y). This can be seen from the fact that for any φ, ψ ∈ C2([0, 1]) ∩Y,
 (φ, ψ)Y = 〈Lφ, ψ〉+ M〈φ, ψ〉.
 To show that φk is complete, we denote by Vn the space spanned by φknk=1. Consider the
 minimization problem
 λn+1 := min‖|φ‖|=1,φ∈Y,φ⊥XVn
 ∫ 1
 0
 e−P(φ′2 + qφ2
 )dx.
 It can be shown that there exists a minimizer, which we denote by φn+1. Also, by calculus ofvariation, one can show that (λn+1, φn+1) is an eigen-pair, and up to a sign of φn+1, is the eigen-pairin our list.
 Finally, we show that φk is an eigenbasis. For this, let f ∈ Y ∩ C2([0, 1]) be arbitrary. Set
 Sn =n∑
 k=1
 (f, φk)φk, Rn = f − Sn.
 Then Rn ∈ Y, Rn ⊥X Vn, so that
 λn+1 ≤⟨L Rn
 ‖|Rn‖| ,Rn
 ‖|Rn‖|⟩
 =〈LRn, Rn〉‖|Rn‖|2 .
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 It then follows that
 λn+1‖|Rn‖|2 ≤ 〈LRn, Rn〉 = 〈LRn, f − Sn〉 = 〈Rn,Lf − LSn〉 = 〈Rn,Lf〉 = ‖|Rn‖| ‖|Lf‖|.
 Here we used the fact that LSn ∈ Vn ⊥X Rn. Hence, when λn+1 > 0, we have
 ‖|Rn‖| ≤ ‖|Lf‖|λn+1
 , limn→∞
 ‖|Rn‖| = 0.
 Since X and Y are the completion of C20 ([0, 1]) functions under the norms, one can conclude that
 φk is an orthonormal basis of (X, 〈·, ·〉) and also an orthogonal basis for (Y, (·, ·)Y).
 SUMMARYFourier analysis is an important subject in harmonic analysis, dealing with singular integrals
 and convolution operators.The Sturm-Liouville operator are the origin and prototype of abstract theory on self-adjoint
 operators in Hilbert space.
 Exercise 2.48. Let A be a n × n complex matrix and A∗ := AT be the transpose of the complexconjugate of A. Assume that ker(A∗) := y ∈ Cn | A∗y = 0 is non-trivial. Let b be a column vectorand consider the linear system Ax = b. Show the following Fredholm alternative:
 1. if b ⊥ ker(A∗) (i.e. y∗b = 0 ∀ y ∈ ker(A∗)), there are infinitely many solutions to Ax = b;
 2. if b 6⊥ ker(A∗), there is no solution to Ax = b.
 Exercise 2.49. Let A be an n×n real symmetric matrix. Suppose V is a k (0 6 k < n) dimensionalA-invariant subspace of Rn. Show that there exists an eigen-pair (λ, e) ∈ R× Sn−1 of A such that
 e∗e = 1, e ⊥ V, λ = e∗Ae = minv∗v=1,v⊥V
 v∗Av.
 Exercise 2.50 (Identification of L2 and l2 spaces).Let l2 := (c1, c2, c3, · · · ) ∈ RN |
 ∑∞i=1 c2
 i < ∞ and
 (a, b)l2 =∑∞
 i=1 aibi, ∀a = (a1, a2, · · · ), b = (b1, b2, · · · ) ∈ l2.
 Set ψk(x) =√
 2π sin(kx) for each k ∈ N. For each f, g ∈ C∞([0, π]) define
 (f, g)L2 =∫ π
 0
 f(t)g(t) dt.
 Define L2 as the completion of C∞([0, π]) under the above inner product. Prove the following:
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 1. (l2, (·, ·)l2) is a Hilbert space.
 2. ψk∞k=1 is an orthonormal set in L2((0, π)).
 3. For every c = (c1, c2, · · · ) ∈ l2, ∑ni=1 ciψi∞n=1 is a Cauchy sequence in L2((0, π)). Hence,
 there is a limit in L2, which we denote, symbolically, by∑∞
 i=1 ciψi.
 4. Let f be an odd and 2π periodic continuous function on R. Define Sn[f ] =∑n
 k=1(f, ψk)L2 ψk
 and σn[f ] = 1n
 ∑ni=1 Si[f ]. Show that
 Sn[f ](x) =∫ π
 −π
 f(x− y)Kn(y)dy, σn[f ](x) =∫ π
 −π
 f(x− y)Hn(y) dy,
 Kn(z) :=sin([n + 1
 2 ]z)π sin( 1
 2z), Hn(z) :=
 sin2([n + 12 ]z)
 nπ sin2( 12z)
 ,
 ∥∥∥f − Sn[f ]∥∥∥
 L2≤
 ∥∥∥f − σn[f ]∥∥∥
 L2∀n ∈ N,
 limn→∞
 maxx∈R
 ∣∣∣f(x)− σn(x)∣∣∣ = 0,
 limn→∞
 ∥∥∥f − Sn[f ]∥∥∥
 L2= 0.
 5. Show that the mapping I : c = (c1, c2 · · · ) ∈ l2 → Ic :=∑∞
 i=1 ciψi ∈ L2 is an isometricisomorphism. Thus, l2 ∼= L2.
 Exercise 2.51. Let δ(x− ·) be the delta-function with mass at x. Interpret the following equation
 δ(x− y) =∞∑
 k=1
 φk(x)φk(y)(φk, φk)
 .
 Exercise 2.52. Show that the eigenspace associated with each eigenvalue for the operator Lφ =−φ′′ + pφ′ + qφ in (0, 1) subject to the boundary condition φ(0) = φ(1) = 0 is one dimensional.
 Suppose (λk, φk) is a complete set of eigen pairs arranged in the order λ1 < λ2 < · · · . Showthat φk(x) = 0 has exactly k− 1 roots in (0, 1). Also show that φk is a set of orthogonal functionsin (X, 〈·, ·〉) and in (Y, (·, ·)Y).
 Exercise 2.53. Let Lφ = −φ′′ + φ. Solve the eigenproblem associated with the following boundaryconditions
 (i) φ(0) = 0 = φ′(π), (ii) φ(0)− φ(2π) = 0 = φ′(0)− φ′(2π).
 Exercise 2.54. Find a necessary and sufficient condition on f ∈ C([0, π]) and α, β ∈ R for theexistence of at least a solution u to
 −u′′ + 2u′ − 2u = f in (0, π), u(0) = α, u(π) = β.
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 Exercise 2.55. Assume that p, q, r are smooth functions, p > 0 and r > 0. Consider
 Lφ := [p(x)φ′(x)]′ + q(x)φ + λr(x)φ(x) = 0 in (a, b).
 Show that the dependent and independent variable change
 z =∫ √
 r
 pdx, q(z) = q/r − (rp)−1/4[(rp)1/4]′′, ψ(z) = (pr)1/4φ
 transform the system to
 Lψ := ψzz + qψ + λψ = 0.
 Exercise 2.56. Show that sin2(nz)πz2 ∞n=1 is a delta-sequence. That is, for every bounded continuous
 function f on R,
 limn→∞
 ∫
 Rf(x− z)
 sin2(nz)πz2
 dz = f(x), ∀x ∈ R.
 Show that sin(nz)z ∞n=1 is a weak-delta sequence; namely, for every smooth function f on R with
 compact support,
 limn→∞
 ∫
 Rf(x− z)
 sin(nz)πz
 dz = f(x) ∀x ∈ R.
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 2.9 The Method of Laplace and Fourier Transforms
 Let f be a measurable function defined on [0,∞) such that∫ ∞
 0
 |f(x)|e−kx dx < ∞ for some k ∈ R.
 Its Laplace transform and the inverse Laplace transform are defined as
 L(f)(s) :=∫ ∞
 0
 e−xsf(x) dx =: F (s) , <(s) > k.
 L−1(F )(x) :=1
 2πi
 ∫ σ+i∞
 σ−i∞exsF (s) ds
 =12π
 ∫ ∞
 −∞e(σ+it)xF (σ + it)dt ∀x ∈ R (σ > k).
 One can show that the value of the inverse is independent of the choice of σ > k.In many applications, the Laplace transform F (s) can be extended analytically to a region much
 large than <(s) > k. In this case, the contour L = σ + iR of the integral can be deformed. Oneof the most beautiful theory in complex analysis is that the value of integral along a closed contourdoes not change when the contour is deformed continuously in the domain where the function isdifferentiable. Here a function g : D ⊂ C→ C is called differentiable if g has a continuous first orderderivative defined by
 g′(z) := limh∈C,h→0
 g(z + h)− g(z)h
 = limx∈R,x→0
 g(z + x)− g(z)x
 = limy∈R,y→0
 g(z + iy)− g(z)iy
 .
 In terms of the real variables z = x + iy and g(z) = u(x, y) + iv(x, y), the last equation implies theCauchy-Riemann equations:
 ∂u(x, y)∂x
 =∂v(x, y)
 ∂y,
 ∂u(x, y)∂y
 = −∂v(x, y)∂x
 .
 Indeed, a complex function from D ⊂ C to C is differentiable if and only if its real part and imaginarypart satisfy the Cauchy-Riemann equations.
 Suppose g is differentiable in D which has a smooth boundary ∂D. The contour integral alongthe boundary of D can be evaluated by the Green’s formula and Cauchy-Riemann equations asfollows: ∮
 ∂D
 g(z)dz =∮
 ∂D
 (u + iv)(dx + idy)
 =∮
 ∂D
 (udx− vdy) + i∮
 ∂D
 (udy + vdx)
 =∫∫
 D
 (−uy − vx)dxdy + i∫∫
 D
 (ux − vy)dxdy = 0.
 Another beautiful theory in complex analysis is that if g is differentiable in D, then g is analytic;namely, g is infinitely differentiable and is equal to its Taylor series in any ball contained in D. Thisfact follows from the Cauchy integral. Suppose z ∈ D and g is differentiable in D. Then
 ∮
 ∂D
 g(ζ)ζ − z
 dζ =∮
 ∂B(z,ε)
 g(ζ)ζ − z
 dζ =∫ 2π
 0
 g(z + εeiθ)εeiθ
 dεeiθ
 = i∫ 2π
 0
 g(z + εeiθ)dθ = limε0
 i∫ 2π
 0
 g(z + εeiθ)dθ = 2πig(z).

Page 146
                        

140 CHAPTER 2. CERTAIN ODE TOOLS
 Thus, we have the Cauchy integral formula: If g is differentiable in D and continuous on D,
 g(z) =1
 2πi
 ∮
 ∂D
 f(ζ)ζ − z
 dζ.
 The right-hand can be differentiated under the integral sign, so
 dng(z)dzn
 =n!2πi
 ∮
 ∂D
 g(ζ)(ζ − z)n+1
 dζ ∀n ∈ N.
 Finally, if 0 ∈ D, then
 g(z) =1
 2πi
 ∮
 ∂D
 g(ζ)ζ(1− z/ζ)
 dζ =1
 2πi
 ∮
 ∂D
 g(ζ)ζ
 ∞∑n=0
 (z
 ζ
 )n
 dζ =∞∑
 n=0
 zn
 2πi
 ∮
 ∂D
 g(ζ)ζn+1
 dζ.
 Hence, we have the Taylor expansion
 g(z) =∞∑
 n=0
 g(n)(0)n!
 zn ∀ z ∈ B(0; ρ) ⊂ D.
 Consider the following example.
 f(x) = sin x, F (s) = L(f)(s) :=∫ ∞
 0
 e−sx sin xdx =1
 1 + s2.
 In its original definition, F (s) is only defined for <(s) > 0. However, in the final answer, F (s) =1/(1 + s2) is defined on C \ ±i. The point ±i are called the poles of F . Now we consider theinverse transform. We have
 f(x) =1
 2πi
 ∫
 1+iResxF (s) ds (inverse formula valid for σ = 1)
 =1
 2πi
 ∫
 −M+iResxF (s) ds +
 12πi
 ∮
 ∂−M<<(s)<1esxF (s) ds ∀M > 0.
 Here we used the fact that the oriented boundary of s ∈ C | −M < <(s) < 1 has four pieces, theoriented vertical line from 1− i∞ to 1 + i∞, the oriented vertical line from −M + i∞ to −M − i∞,and the oriented horizontal line segments [−M, 1]± i∞, along which the line integral is zero.
 Since the integrand is analytic in C \ ±i, the contour ∂−M < <(s) < 1 can be deformed(i.e. shrank); eventually, without affecting the value of the integral, the contour of the integral canbe replaced by two little (counterclockwisely) oriented circles around i and −i. Hence, when x > 0,
 2πif(x) =∫
 −M+iR
 esx ds
 1 + s2+
 ∮
 ∂B(i,ε)
 esx ds
 1 + s2+
 ∮
 ∂B(−i,ε)
 esx ds
 1 + s2
 = limM→∞
 ∫
 −M+iR
 esx ds
 1 + s2+ lim
 ε0
 ∮
 ∂B(i,ε)
 esx ds
 1 + s2+ lim
 ε0
 ∮
 ∂B(−i,ε)
 esx ds
 1 + s2
 = 0 + πeix − πe−ix = 2πi sin x.
 This gives f(x) = sin x. Note that the argument works only for x > 0. When x < 0, for σ > 0,
 12πi
 ∫
 σ+iResxF (s) ds = lim
 µ→∞1
 2πi
 ∫
 µ+iR
 exs
 1 + s2ds = 0.
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 Hence, for a reasonable smooth f defined on [0,∞),
 L−1(L(f))(x) =
 f(x) if x > 0,
 12f(0) if x = 0,
 0 if x < 0.
 A sufficient condition for the above to be true is∫ ∞
 0
 |f(x)|+ |f ′(x)|
 e−kx dx < ∞ for some k ∈ R.
 The Laplace transform is closely related to the Fourier Transform defined as follows:
 F(u)(λ) :=∫
 Reiλxu(x) dx =: u(λ) ,
 F−1(u)(x) :=12π
 ∫
 Re−iλxu(λ)dλ.
 Indeed, split u as the sum of u1(x) + u2(−x) where
 u1(x) =
 u(x) if x > 0,
 12u(0), if x = 0,
 0 if x < 0;
 u2(x) =
 u(−x) if x > 0,
 12u(0), if x = 0,
 0 if x < 0.
 Then u(x) = u1(x) + u2(−x), F(u)(λ) = F(u1)(λ) + F(u2)(−λ), F(u1)(λ) = L(u1)(−iλ), andF(u2)(−λ) = L(u2)(iλ), so that
 F(u)(λ) = L(u)(−iλ) + L(u)(iλ).
 Given an integrable function defined on R, it is very hard to extend its Fourier transform to thecomplex plane, i.e. for λ ∈ C. On the other hand, by decompose u = u1(x) + u2(−x), the Laplacetransform extends the Fourier transform to the complex plane, enabling powerful tools from complexanalysis in use.
 Finally, we remark the following condition is sufficient for u = F−1(F(u)) to be true in theclassical pointwise sense:
 ∫
 R
 |u(x)|+ |u′(x)|
 dx < ∞.
 Example 2.21. Consider the Cauchy problem (i.e. initial value problem with initial value givenat t = 0 for all x ∈ R) to the heat equation:
 ∂u
 ∂t=
 ∂2u
 ∂x2in R× (0,∞), u(·, 0) = f(·) on R× 0.
 We shall use both the method of Fourier transform and the method of Laplace transform to find asolution. The purpose is to see the similarities and differences between the two methods.
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 First let’s use the method of Fourier transform. For this, set
 u(λ, t) = F(u(·, t))(λ) :=∫
 Reiλxu(x, t)dx.
 Ignoring convergence and related formalities, one finds that
 0 = F(ut)−F(uxx) = ut + λ2u ∀ t > 0, u|t=0 = F(f) =: f .
 Thus regarding λ as a parameter and solving the ode in the variable t ∈ [0,∞) we obtain
 u(λ, t) = f(λ)e−λ2t.
 In theory of linear operators, the factor e−λ2t is called the multiplier associated with the heatoperator ∂t − ∂xx. When transferring back, it involves a convolution:
 u(x, t) = F−1(u(·, t))(x) =12π
 ∫
 Rf(λ)e−λ2t−iλxdλ
 =12π
 ∫
 Rf(y)
 ∫
 Re−λ2t+iλ(y−x)dλ dy =
 ∫
 Rf(y)K(x− y, t) dt
 where K(z, t), called the fundamental solution to the heat operator, is defined by
 K(z, t) =12π
 ∫
 Re−λ2t−iλzdλ =
 e−z2/4t
 2π
 ∫
 Re−(λ
 √t+iz/2
 √t)2dλ =
 e−z2/4t
 2π√
 t
 ∫
 Re−s2
 ds =e−z2/4t
 √4πt
 .
 We remark that the derivation can hardly be made rigorous; the point is to get the formula, onlywhich needs to be verified. One can verify directly that if f is continuous and there are positiveconstants A, ε such that
 |f(x)| ≤ Ae|x|2−ε ∀x ∈ R,
 then the following is a classical solution to the Cauchy problem:
 u(x, t) =∫
 Rf(y)K(x− y, t) dt =
 1√π
 ∫
 Rf(x− 2
 √tz)e−z2
 dz ∀x ∈ R, t ∈ [0,∞).
 In addition, u ∈ C∞(R× (0,∞)) ∩ C(R× [0,∞)).
 Next we use the method of Laplace transform. Let
 U(x, s) := L(u(x, ·)(s) :=∫ ∞
 0
 u(x, t)e−st dt.
 Then
 0 = L(ut − uxx) = sU − f − Uxx.
 Solving this linear second order ode, regarding s as parameter, we obtain
 U(x, s) =∫
 Rf(y)
 e−√
 s|x−y|
 2√
 sdy =
 ∫
 Rf(x− y)
 e−√
 s|y|
 2√
 sdy.
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 The inverse Laplace transform gives u(x, t) =∫R f(x− y)K(y, t) dt where
 K(y, t) =∫ σ+i∞
 σ−i∞
 e−√
 s|y|+st
 4πi√
 sds =
 e−y2/(4t)
 2π√
 t
 ∫e−(−i
 √st+i|y|/2
 √t)2d
 (− i√
 st)
 =e−|y|
 2/(4t)
 2π√
 t
 ∫
 Re−z2
 dz =e−y2/(4t)
 √4πt
 .
 Here again, the validity of various kinds of formal calculation is left unchecked; the point here is toderive, no matter how formal the method is, a formula for the solution. Once a formula is obtained,its verification then becomes straightforward. Of course, uniqueness is a different issue.
 In the sequel, we shall use the Laplace transform to investigate solutions to the following lineardifferential equation with both advance and delay terms, for unknown u ∈ C1(R;R),
 au′(x) + u(x + 1) + u(x− 1) + bu(x) = 0 ∀x ∈ R (2.15)
 where a, b are real constants. Here u(x + 1) and u(x− 1) are typically referred to as advance anddelay terms, respectively. This equation originates from a finite difference equation [9] in the studyof numerical pde or discrete biological models.
 Note that eλx is a solution if and only λ is an eigenvalue, i.e, a root to the characteristic equation
 p(λ) := aλ + eλ + e−λ + b = 0.
 One can show that there are infinitely many eigenvalues. Nevertheless, there are only finitely manyeigenvalues in any slab c < <(λ) < d, with any finite c, d ∈ R. All eigenvalues can be arranged inthe orders of real parts, by λjj∈Z all the eigenvalues where
 <(λj+1) 6 <(λj) ∀ j ∈ Z, <(λ−1) < 0 6 <(λ0).
 In addition, there are at most two real eigenvalues. All non-real eigenvalues are simple (i.e. p(λ) =0 6= p′(λ)) and come in complex conjugate pairs (i.e. if λ is an eigenvalue, so is λ). If there is anon-simple eigenvalue, it has to be real and has multiplicity two (i.e. p(λ) = p′(λ) 6= p′′(λ)); in sucha case, we pick it out from the list λj and denote it by λ.
 Theorem 2.8. 2 Assume that a and b are constants where a 6= 0. Suppose u ∈ C(R;R) is a solutionto (2.15) satisfying, for some positive constants A, k, l,
 |u(x)| 6 A(ekx + e−lx) ∀x ∈ R.
 Then there exist constants cj, and c, d if there is a non-simple eigenvalue λ, such that
 u(x) =∑
 −l6<(λj)6k
 cjeλjx + (c + dx)eλx ∀x ∈ R.
 2This is a very recent unpublished research work of the author, Professor Xinfu Chen from university of Pittsburgh.Acknowledgement in using or passing over the result is greatly appreciated.
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 Proof. Different from deriving a formula for solution, here we need a rigorous proof.Let L and K be largest integers such that <(λK) 6 k and <(λ−L) > −l. Then <(λK+1) > k
 and <(λ−L−1) < −l. Let λ∗, λ∗, ε be positive numbers such that
 <(λ−L−1) < −λ∗ < −λ∗ + ε < −l 6 <(λ−L), <(λK) 6 k < λ∗ < <(λK+1).
 Denote by U(s) = L(u)(s) the Laplace transform of u. When <(s) > k,
 0 =∫ ∞
 0
 e−sx
 au′(x) + u(x + 1) + u(x− 1) + bu(x)
 dx
 = au(x)e−sx∣∣∣∞
 0+
 ∫ ∞
 0
 [as + b]u(x)e−sxdx +∫ ∞
 1
 u(y)e−s(y−1)dy +∫ ∞
 −1
 u(y)e−s(y+1)dy
 = p(s)∫ ∞
 0
 e−sxu(x) dx−
 au(0) +∫ 1
 0
 e−s(y−1)u(y)dy −∫ 0
 −1
 e−s(1+y)u(y)dy
 .
 Thus,
 U(s) =q(s)p(s)
 , <(s) > k,
 where p(s) = as + es + e−s + b is the characteristic polynomial and
 q(s) := au(0) +∫ 1
 0
 esyu(1− y)− e−syu(y − 1)dy.
 We remark that both p and q are entire functions (i.e. can be expressed as power series with radiusof convergence equal to ∞). The assumption |u| < A(ekx + 1) for x > 0 and from the equation foru imply
 ∫ ∞
 0
 e−λ∗x(|u(x)|+ |u′(x)|)dx < ∞.
 Thus u = L−1(Lu) is true in the classical sense. For every x > 0, the inverse Laplace transform andthe residue theorem give
 u(x) =1
 2πi
 ∫ λ∗+i∞
 λ∗−i∞
 q(s)esx
 p(s)ds
 =1
 2πi
 ∮
 ∂−λ∗<<(s)<λ∗
 q(s)esx
 p(s)ds +
 12πi
 ∫ −λ∗+i∞
 −λ∗−i∞
 q(s)esx
 p(s)ds
 = (c + dx)eλx +∑
 −l6λj6k
 eλxq(λj)p′(λj)
 + R(x),
 where
 R(x) =1
 2πi
 ∫ −λ∗+i∞
 −λ∗−i∞
 esxq(s)p(s)
 ds.
 Denote, for x > 1,
 Q(s, x) =au(0)esx
 x+
 ∫ 1
 0
 u(1− y)es(x+y)
 x + ydy − u(y − 1)es(x−y)
 x− ydy.
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 Then Qs(s, x) = esxq(s). An integration by parts gives
 R(x) = −Q(s, x)2πip(s)
 ∣∣∣−λ∗+i∞
 −λ∗−i∞+
 ∫ −λ∗+i∞
 −λ∗+i∞
 Q(s, x)p′(s)2πip2(s)
 ds =∫ ∞
 −∞
 Q(−λ∗ + it)p′(−λ∗ + it)2πp2(−λ∗ + it)
 dt.
 It then follows that
 |R(x)| ≤ maxt∈R
 |Q(−λ∗ + it, x)|∫
 R
 |p′(−λ + it)|2π|p(−λ∗ + it)|2 dt.
 Note that when x ≥ 2,
 |Q(−λ∗ + it, x)| ≤|au(0)|+ 2 max
 y∈[−1,1]|u(y)|
 e−λ∗(x−1)
 ≤ A(|a|+ 2)(ek + el) e−λ∗(x−1).
 It then follows that
 |R(x)| ≤ A1e−λ∗x ∀x > 2, where A1 := A(|a|+ 2)(ek + el)eλ∗
 ∫ ∞
 −∞
 |p′(−λ∗ + it)|2π|p(−λ∗ + it)|2 dt.
 Next we show that R ≡ 0. For this, note that
 R(x) = u(x)− (c + dx)eλx −∑
 −l6<(λj)6k
 cjeλj = O(e−lx) ∀x ≤ 0.
 Also R satisfies the equation
 aR′(x) + R(x + 1) + R(x− 1) + bR(x) = 0 ∀x ∈ R.
 For each M > 2, consider the function
 v(x) := R(M − x) ∀x ∈ R.
 It satisfies
 −av′(x) + v(x + 1) + v(x− 1) + bv(x) = 0 ∀x ∈ R.
 Since v(x) = O(1)elx for x ≥ 0, we can defined the Laplace transform
 V (s) = L(v)(s) =∫ ∞
 0
 e−sxv(x) dx, <(s) > l.
 Similar calculation as before yields
 V (s) =q(s)
 p(−s), q(s) := −av(0) +
 ∫ 1
 0
 esyv(1− y)− e−syv(y − 1)
 dy.
 The inverse Laplace transform then gives, since l < λ∗ − ε,
 v(x) =1
 2πi
 ∫ λ∗−ε+i∞
 λ∗−ε−i∞
 q(s)esx
 p(−s)ds
 = − 12π
 ∫ ∞
 −∞
 Q(λ∗ − ε + it, x)p′(−λ∗ − ε + it)p2(−λ∗ − ε + it)
 dt
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 where Q satisfies Qs(s, x) = qesx and is given by
 Q(s, x) := −av(0)esx
 x+
 ∫ 1
 0
 (v(1− y)es(x+y)
 x + ydy − v(y − 1)es(x−y)
 x− y
 )dy.
 Note that when x > 2,
 |Q(λ∗ − ε + it, x)| ≤ e(λ∗−ε)(x+1)[|a|+ 2] maxy∈[−1,1]
 |v(y)|
 = e(λ∗−ε)(x+1)[|a|+ 2] maxy∈[−1,1]
 |R(M − y)|
 ≤ e(λ∗−ε)(x+1)[|a|+ 2]A1e−λ∗(M−1)
 = A1[|a|+ 2]e2λ∗−εe−(λ∗−ε)x−λ∗M
 Therefore, when x > 2,
 |v(x)| ≤ A2e(λ∗−ε)x−λ∗M , A2 := A1[|a|+ 2]e2λ∗−ε
 ∫ ∞
 −∞
 |p′(−λ∗ − ε + it)|2π|p(−λ∗ + ε + it)|2 dt.
 It then follows that
 maxy∈[−1,1]
 |R(y)| = maxy∈[−1,1]
 |v(M − y)| = maxx∈[M−1,M+1]
 |v(x)|
 ≤ A2e(λ∗−ε)(M+1)−λ∗M
 = A2e(λ∗−ε)e−εM ∀M > 2.
 Consequently,
 maxx∈[−1,1]
 |R(x)| ≤ limM→∞
 A2eλ∗−εe−εM = 0.
 This implies that R ≡ 0 on [−1, 1], and also on R. This completes the proof.
 SUMMARYFourier transform and Laplace transform are classical tools for linear equations. The basic idea
 is to express a solution as a linear super-composition of simple solutions of exponential type:
 u(x, t) =∫
 g(λ)eP (λ)t+λxdλ.
 Here, each individual function eP (λ)t+λx is an exact solution to the linear equation. Thus, theCauchy problem renders to find a function g such that
 u(x, 0) =∫
 g(λ)eλxdλ.
 In many cases, this transforms into a convolution operator and a kernel, called fundamental solution;see exercise 2.63.
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 Exercise 2.57. Let D be a bounded domain with smooth boundary ∂D.
 1. By deformation of contour and evaluation show that
 ∮
 D
 dζ
 (ζ − z)n=
 2πi if n = 1,
 0 if n ∈ Z \ 1∀ z ∈ D.
 2. Suppose that p and q are analytic in D 3 0 and continuous on D and that p(ζ) 6= 0 for everyζ 6= 0 ∈ D. Prove the following version of the residue theorem
 12πi
 ∮
 ∂D
 q(ζ)p(ζ)
 dζ =
 0 if p(0) 6= 0,
 q(0)/p′(0) if p(0) = 0 6= p′(0),
 2q′(0)/p′′(0)− 2q(0)p′′′(0)/3p′′(0)2 if p(0) = p′(0) 6= p′′(0).
 [Hint. Write q(ζ)/p(ζ) = f(ζ)/ζm and use Cauchy integral formula.]
 Exercise 2.58. Find the Laplace transform of the following functions
 eλx, eαx sin(βx), xmeαx cos(βx), H(x− a),dk
 dxkH(x− a),
 where H is the Heaviside function and a > 0. Also use the definition of inverse Laplace transformrigorously evaluate the inverse of the Laplace transforms of these functions. Here, for the Laplacetransform U of H(k)(· − a), verify that for any smooth function ζ with compact support on (0,∞),
 ∫ ∞
 0
 ζL−1(U) dx =∫ ∞
 0
 ζH(k)dx := (−1)k
 ∫ ∞
 0
 ζ(k)H dx = (−1)k−1ζk−1(a).
 Exercise 2.59. Find the Fourier transform of sin x by using the following∫
 Reiλx sin x dx := lim
 ε0
 ∫
 Re−ε|x|eiλx eix − e−ix
 2idx.
 Exercise 2.60. Show the basic properties of Laplace and Fourier transforms: for suitable f and g
 defined on [0,∞) and suitable u, v defined on R,
 L(f ′) = sL(f)− f(0),
 L(f ′′) = s2L(f)− sf(0)− f ′(0), and so on,
 L(f ∗ g) = L(f)L(g) where f ∗ g(x) :=∫ x
 0
 f(t)g(x− t)dt = g ∗ f(x),
 F(u(m)) = (iλ)mF(u),
 F(u ∗ v) = F(u) F(v) where u ∗ v(x) :=∫
 Ru(y)v(x− y) dy = v ∗ u(x).
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 Exercise 2.61. Using Laplace transform and its inverse solve initial value problem
 u′′ − 2u′ + u = ex + xe3x, u(0) = 1, u′(0) = 5.
 Exercise 2.62. Using both the Fourier transform method and the Laplace transform method solving,for each positive constant c, the Cauchy problem for the
 1. wave equation:∂2u
 ∂t2= c2 ∂2u
 ∂x2on R× (0,∞), u(·, 0) = f(·), ut(·, 0) = g(·) on R× 0;
 2. transport equation:∂u
 ∂t= c
 ∂u
 ∂xon R× (0,∞), u(·, 0) = f(·), on R× 0.
 Exercise 2.63. Let a0, · · · , am be constants. Consider a linear evolution equation, for u = u(x, t),
 ∂u
 ∂t=
 m∑
 k=0
 ak∂ku
 ∂xk.
 Denote by P (λ) =∑m
 k=0 akλk the characteristic polynomial.
 1. Show that for each λ ∈ C, eP (λ)t+λx is a solution.
 2. Show that for arbitrary constants λ1, · · · , λn, g1, · · · , gn in C, the following is also a solution
 u(x, t) =∑
 i
 gieP (λi)+λix.
 3. Show that under-reasonable conditions, the following is a solution
 u(x, t) =∫
 g(λ)eP (λ)t+λxdλ.
 4. For the heat equation ut = uxx, demonstrate that basically every solution to an initial valueproblem can be decomposed as a linear super-position of simple waves of the form e−ω2t+iωx,ω ∈ R.
 Exercise 2.64. For real a, b, characterize all roots to the equation az + ez + e−z + b = 0.
 Exercise 2.65. Show that any solution to (2.15) is C∞ (assuming a and b are constants, a 6= 0).
 Exercise 2.66. The Frobenius sequence an is definer iteratively by the formula an+1 = an +an−1, ∀n ∈ N. Let λ± = 1
 2 (1 ±√5) be the roots to λ2 = λ + 1. Show that for any initial value a0
 and a1, there are constants c0 and c1 such that
 an = c1λn+ + c1λ
 n− ∀n ≥ 0.
 Using the same idea find, for any b ∈ R, all solution to the function equation
 u(x + 1) + u(x− 1) + bu(x) = 0 ∀x ∈ R.
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 2.10 Phase Plane
 A system x = f(x, t) is called autonomous if f does not depend on t. A general autonomous systemcan be expressed as
 x = f(x).
 Given a solution x(·) ∈ C1((a, b);Rn), where (a, b) is the maximal existence interval, the para-metric curve x(t) | t ∈ (a, b) in Rn is called a trajectory. The space Rn for trajectories is calledphase space. In the two dimensional case, it is known as the phase plane.
 Assume that f is Lipschitz continuous. If two trajectories intersect, then these two trajectoriesare identical, since for any solutions x and y,
 x(t0) = y(τ0) =⇒ x(t0 + s) = y(τ0 + s) ∀ s.
 Quite often solutions to an autonomous system are apprehended as parametric equations for trajec-tories in the phase space. At every point on the phase space, there is one and exactly one trajectory
 that passes through it.
 An important object in an autonomous system is equilibrium. An equilibrium is a point thatprovides a stationary solution starting from it; i.e. point p satisfying f(p) = 0. Near an equilibriump, under a linear transformation x = p + Py, where P is an n × n invertible constant matrix, theautonomous system x = f(x) is equivalent to
 y = P−1APy + g(y), A := Dxf(p), g(y) := P−1(f(p + Py)−APy
 ).
 Note that g(y) = o(|y|) as y → 0. With appropriate P , A can be transferred to a Jordan form,which, in the two dimensional case, takes one of the following forms:
 (λ 00 µ
 ),
 (λ 0ε λ
 ),
 (α −ββ α
 )
 where λ, µ, α, β and ε are real numbers, β > 0 and ε can be made as small as one wish. Anequilibrium on phase plane is classified as follows:
 1. If µ < 0 < λ, the equilibrium is called a saddle; (c.f. Figure 2.3)
 2. If 0 < µ ≤ λ, the equilibrium is called an unstable node; (c.f. Figure 2.4)
 3. If λ ≤ µ < 0, the equilibrium is called a stable node; (c.f. Figure 2.4)
 4. If β > 0, the equilibrium is called a stable focus when α < 0 and an unstable focus whenα > 0. If α = 0 and f ≡ 0, it is called a center. (c.f. Figure 2.5)
 5. When A has eigenvalues with real part zero, classifications of an equilibrium depends on thenon-linear term f and is highly complicated.
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 Figure 2.3: Saddle on Plane. Exactly four trajectories (the positive/negative x/y axes) “connect”the equilibrium, two of them leaving and the other two approaching, in opposite direction, towardsthe equilibrium. All other trajectories just “pass by”.
 Figure 2.4: Stable/unstable nodes, either all trajectories come in or all go out. Left: λ/µ > 1;Middle: λ = µ, ε = 0; Right: λ = µ, ε = 1. On the left, except two (the positive and negative xaxis), all trajectories enter (or leave) the origin along the y axis direction. In the middle, along everydirection, there is one and only one trajectory connects the equilibrium. On the right, all trajectoriesapproach (or leave) the equilibrium in second or fourth quadrants and in the y-axis direction; thepositive and negative y-axis are special trajectories serving as a certain kind of bordline of the flow.
 Figure 2.5: From left to tight, unstable spiral, center, stable spiral respectively. Positive t directioncorresponds to counterclockwise rotation
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 Two Dimensional Linear System.In the linear case trajectories can be easily configured. Since these trajectories are prototypes
 of local behaviors of trajectories in general nonlinear case, it is important to have a clear picture ofthese trajectories on plane.
 1. Saddle (Figure 2.3). The canonical form is
 dx
 dt= λx,
 dy
 dt= µy, µ < 0 < λ.
 In differential form the system can be written as, denoting m = |λ/µ|,
 0 = mdy
 y+
 dx
 x= d
 m ln |y|+ ln |x|
 = d ln(|y|m|x|).
 Thus, all trajectories are level sets of x|y|m, namely, of the form
 x|y|m = k ∈ R.
 In particular, when m = 1, i.e. λ = −µ, they are all hyperbolas of the form
 xy = k ∈ R.
 The parametric equations for trajectories are
 x = ceλt, y = deµt ∀ t ∈ R.
 These equations provide the direction of flow of particles along trajectories. If λ > 0, limt→∞ x(t) =0. If λ < 0, limt→−∞ x(t) = 0.
 2. Stable/unstable node (Figure 2.4). The canonical form is
 dx
 dt= λx,
 dy
 dt= µx + εy, λµ > 0 = (λ− µ)ε.
 If ε = 0, the non-parametric form for trajectories can be written as
 x = k|y|m, k ∈ [−∞,∞]
 where m = λ/µ. By exchanging the roles of x and y if necessary, one can assume that m ≥ 1.
 When λ = µ and ε = 1, a relation between x and y can be established by
 0 =1x2
 ((y + x)dx− xdy
 )= d
 ln |x| − y
 x
 .
 Hence, all trajectories can be described by
 x = 0 or y = kx + x ln |x| k ∈ R.
 All trajectories approach the origin (as t →∞ if λ < 0 or as t → −∞ when λ > 0) only in the y-axisdirection. In addition, they cannot approach the origin from the first or third quadrants; the y axisis a one-sided boundary of trajectories entering the origin.
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 The parametric form of trajectories can be written as
 x = ceλt, y = (ct + d)eλt.
 The only solution that does not involve teλt is x ≡ 0, i.e., the y axis.
 3. Focus and Center (Figure 2.5). All solutions can be written as, up to a shift of the time,
 x(t) = eαt cos(βt + θ0), y(t) = eαt sin(βt + θ0) θ0 ∈ [0, 2π).
 All trajectories do counterclockwise rotation, rotating in or out based on the sign of α. In the polarcoordinates, every trajectory can be written as
 r = eκ(θ−θ0), κ :=α
 β, θ0 ∈ [0, 2π).
 Non-linear Transformation.When λµ(λ − µ) 6= 0 or when α 6= 0, the overall pictures of the flow of trajectories near an
 equilibrium cannot be altered characteristically by small smooth perturbations. This follows fromtwo facts:
 (i) there is a non-linear differomorphic coordinates change that makes a non-linear system linear
 under the new coordinates. That is to say, near an (non-degenerate) equilibrium p there is localdifferomorphism
 z = Z(x), DzZ(0) = I,
 such that the trajectory mapping z(·) = Z(x(·)) corresponds to ode transformation
 x = f(x) ⇐⇒ z = Az,(f(p) = 0, A := Dxf(p)
 ).
 That is, after a small deformation x → z = Z(x) ≈ x − p, every trajectory near p on the x-phasespace becomes a canonical trajectory of the corresponding linear system.
 (ii) The eigenvalues of a matrix are continuous functions of its entries.Under small perturbation f → fε := f + εg, an equilibrium p of f becomes an equilibrium pε of
 fε where p − pε = O(ε). Also, Dxf(p) differs from Dxfε(pε) by little amount. As the configurationof trajectories near equilibrium are characterized by the linearized equation (when λµ(λ−µ) 6= 0 orα 6= 0), the overall characteristics of trajectories look alike under small perturbations.
 Here we focus on transformation transferring non-linear system to linear system. Consider the2-d case,
 x = λx + f(x, y), y = µy + g(x, y)
 where λµ 6= 0 and f(x, y), g(x, y) = O(x2 + y2). In order for the transformation
 z = Φ(x, y) = x + O(x2 + y2), w = Ψ(x, y) = y + O(x2 + y2)
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 to transfer the original system to the canonical form
 z = λz, w = µw
 it is necessary and sufficient for the functions Φ and Ψ to satisfy
 [λx + f(x, y)]∂Φ(x, y)
 ∂x+ [µy + g(x, y)]
 ∂Φ(x, y)∂y
 = λΦ(x, y),
 [λx + f(x, y)]∂Ψ(x, y)
 ∂x+ [µy + g(x, y)]
 ∂Ψ(x, y)∂y
 = µΨ(x, y).
 This is a system of two decoupled first order partial differential equations (pde). Since the coefficientsof the partial derivative vanishes at (x, y) = (0, 0), the pde is degenerate at the origin.
 Assume that p = 0 and that both f and g are analytic near the origin:
 f(x, y) =∑
 i+j≥2
 fijxiyj , g(x, y) =
 ∑
 i+j≥2
 gijxiyj .
 We can try an asymptotic expansion
 Φ(x, y) ∼ x +∑
 i+j≥2
 aijxiyj , Ψ(x, y) ∼ y +
 ∑
 i+j≥2
 bijxiyj .
 This leads to the following equations for aij and bij :([i− 1]λ + jµ
 )aij = −
 ∑
 k≤i
 ∑
 l≤j
 ai−k,j−l[(i− k)fk+1,l + (j − l)gk,l+1] ∀i + j ≥ 2,
 (iλ + [j − 1]µ
 )bij = −
 ∑
 k≤i
 ∑
 l≤j
 bi−k,j−l[(i− k)fk+1,l + (j − l)gk,l+1] ∀i + j ≥ 2.
 1. If [(i− 1)λ + jµ][iλ + (j − 1)µ] 6= 0 for all non-negative integer i, j, for example, when λ/µ isan irrational number, the series for both Φ and Ψ can be uniquely constructed. The series isin general not convergent; nevertheless, one can show that both Φ and Ψ are smooth, e.g. inC∞, and the series is the asymptotic expansion; that is, for every integer m ≥ 2,
 Φ(x, y) =∑
 i+j<m
 aijxiyj + O(|x|m + |y|m), Ψ =
 ∑
 i+j<m
 bijxiyj + O(|x|m + |y|m).
 2. If there are non-negative integer pairs (i, j) such that [(1−i)λ+jµ][iλ+(j−1)µ] = 0, the processof finding aij or bij may come to an end in finite steps. It is known that the transformation(x, y) → (Φ, Ψ) is Cm where m is the largest integer such that [(i−1)λ+ jµ][(j−1)µ+ iλ] 6= 0for all non-negative integer i and j satisfies 2 ≤ i + j ≤ m. We shall not provide any furtherdetails here.
 Analytic Trajectories Connecting An Equilibrium
 Although there in general does not exist analytic transformation mapping a non-linear systemx = f(x) to a linear system z = Az, there are characteristic trajectories that are analytic curves
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 [assuming f is analytic] connecting the equilibrium. In the sequel, we seek, in 2-D, characteristictrajectories—those that connect the equilibrium and are analytic, to the following
 x = Ax + g(x)
 where x = (x, y)T (column vector), g is analytic and g(x, y) = O(x2 + y2).
 Assume that (λ, e) is an eigenpair of A, where λ 6= 0 is real and e is a unit vector. We seek asolution of the form
 x(t) ∼ ez +∞∑
 n=2
 cnzn, z := ±eλ(t+t0).
 This leads to the equation
 (λI−A)ez +∞∑
 n=2
 (nλI−A)cnzn ∼∑
 n≥2
 Pn(e, c2, · · · , cn−1)zn
 where Pn is a polynomial of c2, · · · , cn−1 and is independent of cj for all j ≥ n. The solution isgiven by
 cn = (nλI−A)−1Pn(e, c2, · · · , cn−1) ∀n ≥ 2.
 One can see that if nλ is not an eigenvalue of A for all integer n ≥ 2, a formal series canbe uniquely constructed. One can further show that the series ez +
 ∑n≥2 cnzn converges in a
 neighborhood of the origin. Consequently, we obtain two trajectories that approach the origin asλt → −∞, in the direction e and −e respectively. In addition, the union of these two trajectoriesplus the equilibrium (the origin) form an analytic curve passing through the equilibrium.
 1. Suppose (0, 0) is a saddle, i.e. A has two eigenpairs (λ, e1) and (µ, e2) where λ < 0 < µ. Thenthere are four trajectories connecting the origin, in the direction e1,−e1, e2,−e2 respectively.The union of each pair of trajectories connecting the origin in opposite direction is an analyticcurve.
 2. Suppose A has two eigen-pairs (λ, e1), (µ, e2) where λµ > 0 and |λ| ≥ |µ|. There are twoanalytic trajectories connecting the origin in the direction of e1 and −e1 respectively. If λ/µ
 is not an integer, then there are also analytic trajectories connecting the equilibrium, in thedirection e2 and −e2 respectively. If m = λ/µ is a positive integer, the trajectories connectingthe equilibrium in the direction e2 can be shown to be a Cm curve.
 3. Suppose A = λI where λ 6= 0. Then in every direction, there is a trajectory connecting theequilibrium.
 4. Suppose A admits only one eigenpair (λ, e). Then there are only two-trajectories whose unionform an analytic curve passing through the equilibrium.
 Spirals.
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 Assume that the eigenvalues of A is λ = α + iβ with α 6= 0, β > 0; that is, we consider
 x = αx− βy + f(x, y), y = βx + αy + g(x, y).
 In general the technique presented before does not work, since if we introduce z = eλt, we cannottake real and imaginary part to obtain needed solution. This is so because for a non-linear realanalytic function F (x, y),
 <(F (x, y)) 6= F (<(x),<(y)) ∀x, y ∈ C.
 Assume for simplicity that α > 0. Using variation of constant we can write the equation in theintegral form
 x(t) = eαt cos(βt + θ0) +∫ t
 −∞eα(t−τ)
 f(x(s), y(s)) cos β(t− τ)− g(x(s), y(s)) sin β(t− τ)
 ds,
 y(t) = eαt sin(βt + θ0) +∫ t
 −∞eα(t−τ)
 f(x(s), y(s)) sin β(t− τ) + g(x(s), y(s)) cos β(t− τ)
 ds.
 One can show that there exists T ∈ R such that for each θ0 ∈ [0, 2π), there exists a unique solutionto the above system in (−∞, T ]. In addition,
 ( x(t), y(t) ) = ( eαt cos[βt + θ0], eαt sin[βt + θ0] ) + O(e2αt) as t → −∞.
 In this sense, we have a one-to-one correspondence between trajectories to the non-linear systemand the linear system.
 Pure Imaginary Eigenvalues.
 Assume that the eigenvalues of A are λ = ±iβ where β > 0. By a time scaling, we can assumewithout loss of generality that β = 1, so consider the system
 x = −y + f(x, y), y = x + g(x, y).
 It is convenient to use polar coordinates. Write
 x = r cos θ, y = r sin θ.
 Then the system of equations for (x, y) can be transferred to that for (r, θ) by
 r = r−1(xx + yy) = f(r cos θ, r sin θ) cos θ + g(r cos θ, r sin θ) sin θ,
 θ = r−2(xy − yx) = 1 + r−1[g(r cos θ, r sin θ) cos θ − f(r cos θ, r sin θ) cos θ].
 Since f, g = O(r2), θ = 1 + O(r). Thus, for small r, the system can be written as
 dr
 dθ=
 xf + yg
 r(1 + r−2[xg − yf ])=
 xf + gy
 r
 ∞∑m=0
 (yf − xg
 r2
 )m
 =∞∑
 n=2
 rnAn(θ).
 For small ε > 0 and θ ∈ [0, 2π] we seek solutions of the form
 r = ε
 1 + εR1(θ) + ε2R2(θ) + ε3R3(θ) + · · ·
 , Rk(0) = 0 ∀k ≥ 1.
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 The equation for Rk becomes
 dR1(θ)dθ
 = A2(θ),
 dR2(θ)dθ
 = 2R1(θ)A2(θ) + A3(θ),
 dR3(θ)dθ
 = (R21 + 2R2)A2 + 3R1A3 + A4,
 · · ·
 Note that a periodic solution corresponds to
 Rk(2π) = 0 ∀ k ≥ 1.
 First we consider k = 2. Note that A2 has the form
 A2(θ) =3∑
 k=0
 ak cosk θ sin3−k θ =⇒ R1(2π) =∫ 2π
 0
 A2(θ)dθ = 0.
 Therefore, the first non-trivial case is for R2. We find
 R2(2π) =∫ 2π
 0
 A3(θ) dθ + 2∫ 2π
 0
 R1A2dθ =∫ 2π
 0
 A3(θ) dθ
 where we have used the fact that A2 = R′1. Write
 f(x, y) =∑
 n≥2
 fn, fn =∑
 i+j=n
 aijxiyj ,
 g(x, y) =∑
 n≥2
 gn, gn =∑
 i+j=n
 bijxiyj .
 Then
 A3 = r−4(xf3 + yg3) + r−4(xf2 + yg2)(yf2 − xg2),
 R3(2π) =π
 4
 3a30 + a12 + b21 + 3b03 + 2[a02b20 − a20b02]
 .
 Hence, we have the following conclusion:
 Theorem 2.9. Consider the system
 x = −y + a20x2 + a11xy + a02y
 2+ a30x3 + a21x
 3y + a12xy2 + a03y3+ O(|x|4 + |y|4),
 y = x + b20x2 + b11xy + b02y
 2+ b30x3 + b21x
 3y + b12xy2 + b03y3+ O(|x|4 + |y|4),
 (i) The origin is an unstable focus if
 3a30 + a12 + b21 + 3b03 + 2[a02b20 − a20b02] > 0.
 That is, as t → −∞, every trajectory near the origin spins into the origin.(ii) The origin is a stable focus if 3a30 + a12 + b21 + 3b03 + 2[a02b20 − a20b02] < 0; That is, as
 t →∞, every trajectory near the origin spins into the origin.
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 Figure 2.6: The Poincare Map.
 Proof. We consider only case (ii), i.e. the case R2(2π) < 0.Let (x(t), y(t) be a generic trajectory near the origin. Consider the intersections of the
 trajectory with the positive x-axis.Suppose (r0, 0) = (x(t0), y(t0)) is an intersection near the origin. Denote the next intersection
 by (r1, 0) = (x(t1), y(t1)). Then t1 ≈ t0 + 2π and
 r1 = r0[1 + r20R2(2π) + O(r3
 0)] < r0.
 By induction, there is a sequence of times tn∞n=1 and sequence of positive numbers rn suchthat
 (x(tn), y(tn)) = (rn, 0),
 tn − tn−1 ≈ 2π
 rn+1 = rn[1 + r2nR2(2π) + O(r2
 n)] < rn.
 Thus, as t →∞, limt→∞(x(tn), y(tn)) = (0, 0); that is, the origin is a stable focus.
 In the proof, we have used an important technique, the Poincare map; see figure 2.6. Its basicidea is as follows.
 Let L be a line segment on plane such that the direction of L is not the direction x = f(x) ofthe trajectory at every point x on the L; that is, if e is the direction of L, then
 e · f(x) 6= 0 ∀x ∈ L.
 Starting from any point p on L, there are two possibilities: either the trajectory will neverintersect L thereafter or there is a first time returning back to L. Suppose the latter happens.Denote by p′ the first return point on L. The map from p to p′ is called the Poincare map.
 Similarly, in higher space dimension, the Poincare map is defined on a small surface.In the study of autonomous system, Poincar‘e map is a very powerful tool, as can be seen in
 our proof.
 To investigate the stability of an equilibrium whose linearized dynamics is a center, there isanother method called the Liyaponov method; see exercise 2.72.
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 SUMMARYPhase plane analysis are very useful in non-linear analysis, especially in dynamical system. Many
 local and global behavior of solutions can be analyzed by use the phase plane analysis technique.Near a equilibrium, canonical forms are important in determine local behavior of the trajectories.
 Exercise 2.67. Suppose R3(θ) is periodic. Show that R4(θ) is also periodic. In general, if R2, · · · , R2k+1
 is periodic, then R2k+2 is also periodic.
 Exercise 2.68. Consider the linear system
 x = x, y = y + x.
 Verify the following:
 1. There are two solutions given by x = 0, y = ±et, which on the phase plane represent the y-axis.
 2. All other trajectories on the phase plane are curves given by
 y = x(c + ln |x|), c ∈ Rn
 3. The y-axis is only analytic curve consisting a pair of of trajectories. Here by analytic it meansa curve that can be expressed as (x(s), y(s)) | |s| ≤ ε, where both x(s) and y(s) are analyticnear the origin and (x(0), y(0)) = (0, 0), (x′(0), y′(0)) 6= (0, 0).
 Exercise 2.69. Assume that λµ 6= 0. Consider the system
 x = λx + f(x, y), y = µy + g(x, y)
 where f and g are analytic near the origin and f, g = O(x2 + y2).
 1. Assume that neither λ/µ nor µ/λ is an integer. Show that near the origin there are analytictrajectories having the form
 x =∑
 n≥2
 cnyn; y =∑
 n≥2
 dnxn.
 Show that there are exactly four trajectories that connects the origin and are analytic curves.
 2. Assume that f = g = 0. Show that all trajectories can be expresses as one of the following:
 x = 0; y = 0; x = c|y|λ/µ, c ∈ R.
 When λ/µ is a positive integer, every trajectory is an analytic curve.
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 3. Consider x = 2x + y2, y = y. Show that there are only two trajectories, e.g. the x axis, areanalytic curves. Also show that the C1 differomorphisim
 (x, y) → (φ, ψ) = (x− y2 ln |y|, y)
 transfers the non-linear system into
 φ = 2φ, ψ = ψ.
 Exercise 2.70. For each of the following systems, express the trajectory that connects the origin asa graph y = h(x) or x = g(y). Find its Taylor expansion up to third order.
 1. x = x + xy − y2, y = −2y + x2.
 2. x = x− xy, y = x + y − x2 − y2.
 3. x = x− y2 y = 2y + 4x2.
 Exercise 2.71. For the system x = −y + axy, y = x + by3, write the solution in terms of theasymptotic expansion
 r = ε[1 + εR1(θ) + ε2R2(θ) + ε3R3(θ) + · · · ] (0 < ε ¿ 1).
 Find R1, R2, R3.
 Exercise 2.72 (Liyaponov Function). For constant parameters a, b consider the 2-d system
 x = −y + axy, y = x + by3.
 1. Verify the following:
 d
 dtArctan
 y
 x= 1 + O(r),
 d
 dt
 (12x2 + 1
 2y2)
 = ax2y + by4,
 d
 dt
 (13ax3
 )= −ax2y + a2x3y,
 d
 dt
 (14a2x4
 )= −a2x3y + O(r5),
 d
 dt
 (3x3y + 5xy3
 8
 )=
 3(x2 + y2)2
 8− y4 + O(r5).
 Consequently, with V (x, y) = x2/2 + y2/2 + ax3/3 + a2x4/4 + b(3xy3 + 5xy3)/8,
 d
 dtV (x, y) = 3
 8br4 + O(r5) =3b
 2V 2[1 + o(1)].
 2. Prove the following:
 (i) if b > 0, then the origin is an unstable focus;
 (ii) if b < 0, then the origin is a stable focus.
 3. Assume b = 0. By finding a first integral (e.g. V = V (x, y) satisfying dV = 0) show thatthe origin is a center (all trajectories near the origin are periodic).
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 2.11 Dynamical System
 We consider an autonomous ode system
 x = f(x) ∀ t ∈ R, x∣∣∣t=0
 = x (2.16)
 where f is continuous differentiable with an at most linear growth:
 f ∈ C1(Rn;Rn), |f(x)| ≤ M(1 + |x|) ∀x ∈ Rn.
 Then for every x ∈ Rn, there is a unique solution to (2.16). We denote the solution by
 x(x; t), t ∈ R.
 By dynamical system it means the study of the evolution of sets in Rn under the map
 St : x ∈ Rn → St(x) := x(x; t) ∈ Rn. (2.17)
 The collection Stt≥0 of Rn to Rn maps, based on the ode prototype, forms an importantsubject in the dynamical system.
 Definition 2.6. Let (X, ‖ · ‖) be a Banach space. A collection Stt≥0 of maps from X to X iscalled a semi-group if
 1. S0 = I is the identity map;
 2. St+s = StSs for all t ≥ 0, s ≥ 0.
 The semi-group Stt≥0 is called continuous if
 limt0
 Stx = x ∀x ∈ X.
 It is called strongly continuous if
 limt0
 sup‖x‖<R
 ‖Stx− x‖ = 0 ∀R > 0.
 The ode dynamics (2.16) has much nicer property than the semigroup has. In particular, thecollection Stt∈R form a group:
 StSs = Ss+t ∀ s, t ∈ R, S0 = I. (2.18)
 This implies that for each t ∈ R, St : Rn → Rn is a differomorphism (i.e. admits a differentiableinverse) and
 StS−t = I ∀ t ∈ R.
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 Example 2.22. Consider the system
 x = αx− y, y = αy + x.
 Using polar coordinates, it is easy to see that
 St
 (r cos θ
 r sin θ
 )=
 (eαtr cos(θ + t)
 eαtr sin(θ + t)
 ).
 In particular,
 St(B(0, r)) = B(0, reαt), St(C(0, r)) = C(0, reαt)
 where B(0, r) is the disk of radius r centered at origin and C(0, r) is the circle of radius r centeredat the origin.
 Note that if α ≤ 0 then B(0, r) is positively invariant since
 St(B(0, r)) ⊂ B(0, r)) ∀t ≥ 0.
 Similarly, if α ≥ 0 then B(0, r) is negatively invariant since
 St(B(0, r)) ⊂ B(0, r) ∀t ≤ 0.
 Definition 2.7. Consider a dynamical system on X defined by a semi-group Stt≥0.A set A ⊂ X is called (positively) invariant if
 ⋃
 t≥0
 StA = A.
 A set A is called an absorbing set if⋃r>0
 ⋂
 s≥0
 ⋃
 t≥s
 StB(0; r) ⊂ A. (2.19)
 When there is a compact absorbing set, the global attractor is defined as
 A =⋃r>0
 ⋂
 s≥0
 ⋃
 t≥s
 St(B(0; r)).
 The expression (2.19) can be understood as follows: For any bounded set Ω, say Ω = B(0; r),there is a time s = s(Ω) such that
 StΩ ⊂ A ∀ t ≥ s.
 Thus, starting from any initial value, the solution x(x, t) will eventually approach the globalattractor.
 For the particular example considered above, when α < 0, the global attractor consists of asingle point 0 since
 ⋂
 s≥0
 ⋃
 t≥s
 StB(0; R) = 0 ∀R > 0.
 When α ≥ 0, the only absorbing set (usually not called attractor) is the whole space.
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 Example 2.23. Let’s calculate the Jacobi of the map x → St(x). Note that
 d
 dt
 ∂x(x, t)∂x
 = fx(x)∂x∂x
 ,∂x∂x
 ∣∣∣t=0
 = I.
 It then follows that
 d
 dtdet
 (∂x∂x
 )= div (f) det
 (∂x∂x
 ).
 where
 div f(x) =n∑
 i=1
 ∂f i(x1, · · · , xn)∂xi
 .
 Hence, if
 div f(x) = 0 ∀x ∈ Rn
 then for any measurable set A in Rn, volume of St(A) is a constant. In other words, the dynamicsis volume preserving.
 Example 2.24. Consider the dynamics
 x = x, y = −y.
 This is a volume preserving dynamics. Indeed, we have
 St
 (xy
 )=
 (xet
 ye−t
 )∀ t ∈ R, (x, y) ∈ R2.
 1. Every trajectory x((x, y), t) |t ∈ R is a hyperbola and can be expressed in a non-parametricmanner by
 xy = c, c ∈ R.
 2. Any domain bounded by curves of the form xy = c are invariant, both positive and negative.For example,
 StD = D ∀ t ∈ R, where D = (x, y) | x > 0, y > 0, xy < 1.
 3. The dynamics maps rectangles into rectangles of same volume: For any constants a, b, c, d witha < b and c < d, and R,
 St([a, b]× [c, d]
 )= [aet, bet]× [ce−t, de−t] ∀ t ∈ R.
 4. The dynamics maps ellipses into ellipses;
 St((x, y) | x2 + y2 < 1
 )= (x, y) | e−2tx2 + e2ty2 < 1 ∀ t > 0.
 5. Finally,
 A =⋃
 R>0
 ⋂
 s≥0
 ⋃
 t≥s
 St([−R,R]× [−R, R]
 )= R× 0.
 Thus, the x-axis can be understood as a certain kind of “global attractor”. Any set R× (−ε, ε)is an absorbing set. Any trajectory approaches the x-axis as t →∞.
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 Figure 2.7: Attractor for x′ = y, y′ = x−x3−y. It consists of the three equilibria (−1, 0), (0, 0), (1, 0)and the two trajectories connecting them.
 Example 2.25. Consider the dynamical system x + x = x− x3, i.e.
 x = y, y = −y + x− x3. (2.20)
 It is easy to check that along the trajectory,
 for V (x, y) :=(
 14 (x2 − 1)2 + 1
 2y2),
 d
 dtV (x(t), y(t)) = −y2(t).
 Hence, along any trajectory, V (x(t), y(t)) is a non-increasing function. Thus, for any initial value,the solution St((x, y)) = x((x, y), t) exists for all t ∈ [0,∞). Hence, we have a well-defined semi-group.
 One can show that the global attractor of the dynamical system consists of the three equilibria(−1, 0), (0, 0), (1, 0), plus two bounded trajectories connecting (−1, 0),(0, 0) and (1, 0); see Figure 2.7.
 Attractors at least contain equilibria and trajectories connecting them. Here by equilibriumor stationary point it means a constant vector solution. Hence, a point in Rn is an equilibrium ofthe dynamics x = f(x) if and only if it belongs to the set
 E := x ∈ Rn | f(x) = 0.
 Given an equilibrium point p ∈ E , the stable manifold associated with p is defined by
 Ms(p) := x ∈ Rn | limt→∞
 St(x) = p.
 Similarly, the unstable manifold associated with p is defined as
 Mu(p) := x ∈ Rn | limt→−∞
 St(x) = p.
 From the definition of stable/unstable manifold, we see that
 if q ∈Ms(p), then the whole trajectory St(q)t∈R lines on the stable manifold.
 If q ∈Mu(p)∩Ms(p) and q 6= p, we call St(q)t∈R a homoclinic orbit associated with p. Itis a solution to the the system
 x = f(x) on R, limt→±∞
 x(t) = p.

Page 170
                        

164 CHAPTER 2. CERTAIN ODE TOOLS
 If q ∈ Mu(p1) ∩Ms(p2) where p1 6= p2, St(q)t∈R is called a heteroclinic orbit; it is thesolution of the following:
 x = f(x) on R, limt→−∞
 x(t) = p1, limt→∞
 x(t) = p2.
 Definition 2.8. An equilibrium p is called (asymptotically) stable if there exists r > 0 such that
 B(p, r) ⊂Ms(p).
 Similarly, an equilibrium p is called stable in negative time if there exists r > 0 such that
 B(p, r) ⊂Mu(p).
 An equilibrium is called saddle if both Mu(p) and Ms(p) contains more than one point.At a saddle p, if Dxf(p) has no zero or pure imaginary eigenvalues, the saddle point is called
 strictly hyperbolic.
 By default, unstable is meant to be not stable. In this sense, a saddle is unstable; stable innegative time is also unstable. We are not going to play around these languages. We remark that asemigroup St>0 is defined only for positive time, so unstable really meant not stable.
 The following is an easy exercise:
 Theorem 2.10. Let p be an equilibrium point and A = Dxf(p).(i) If all eigenvalues of the matrix A have positive real part, then p is stable in negative time;(ii) If all eigenvalues of the matrix A have negative real part, then p is stable;(iii) If A does not have zero or pure imaginary eigenvalues, then it can be only one of the three
 type: stable, stable in negative t, or hyperbolic saddle.
 Invariant sets also play key role in dynamical system. Commonly used is the following.
 Theorem 2.11. Let f ∈ C1(Rn;Rn) and St be the dynamics induced by the system of odesx = f(x).
 1. Suppose V ∈ C1(Rn;R) satisfies ∇V · f 6 0 < |∇V | whenever V = 0. Then the set Ω :=x | V (x) < 0 is positively invariant under the dynamics St.
 2. Let Ω be an open set with smooth boundary ∂Ω to which the unit outward normal is denotedby n. Assume that n · f 6 0 on ∂Ω. Then Ω is positively invariant under the dynamics St.
 Proof. For simplicity, we assume that St is well-defined; i.e., for any initial value x(0) = x ∈ Ω,the ode system x = f(x) admits a unique solution for all t ∈ [0,∞).
 Note that the first assertion follows from the second one since the unit outward normal ofΩ := x | V (x) < 0 is given by n = ∇V/|∇V | and we have n · f 6 0 on ∂Ω. Hence, we prove thesecond assertion.
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 Let x ∈ Ω be arbitrary. Denote by x(t) = Stx the solution to x = f(x) with initial valuex(0) = x. Let
 T = sups | x(t) ∈ Ω ∀ t ∈ [0, s).
 If T = ∞, x(t) ∈ Ω for all t > 0, so there is nothing to prove. Hence, suppose on the contrary thatT < ∞. Denote y = x(T ). Then y ∈ ∂Ω. By translation and rotation, we can assume without lossof generality that y = 0 and n(y) = en := (0, · · · , 0, 1). Denote x′ = (x1, · · · , xn−1) so x = (x′, xn)and 0 = (0′, 0). Then, locally, there exists a C1 function h such that near y, ∂Ω is represented by agraph xn = h(x′), where h(0′) = 0 and ∇h(0′) = 0′. Near 0 (= y), consider the function
 V (x) = xn − h(x1, · · · , xn−1).
 Note that (x′, h(x′)) ∈ ∂Ω, n(x′, h(x′)) = ∇V/|∇V | = (−∇h(x′), 1)/√
 1 + |∇h(x′)|2, and
 f(x) · ∇V (x) = f(x′, xn) · n(x′, h(x′))√
 1 + |∇h′(x′)|2=
 f(x′, h(x′)) · n(x′, h(x′)) + (f(x′, xn)− f(x′, h(x′)) · n(x′, h(x′))
 √1 + |∇h′(x′)|2
 ≤ (f(x′, xn)− f(x′, h(x′)) · n(x′, h(x′))√
 1 + |∇h′(x′)|2≤ C|xn − h′(x′)| = C|V |
 for all x′ ∈ B(0′, δ) and some positive constants C and δ.Now let ε ∈ (0, T ] be small enough such that |x(t)− x(T )| ≤ δ for all t ∈ [T − ε, T ]. Then
 d
 dtV (x(t)) = ∇V (x(t)) · x(t) = ∇V (x) · f(x) ≤ C|V (x)| = −CV
 for all t ∈ [T − ε, T ]. The Gronwall’s inequality then gives
 V (x(t)) ≤ e2C(T−ε−t)V (x(T − ε)) < 0 ∀ t ∈ [T − ε, T ].
 This contradicts the assumption that V (x(T )) = V (y) = 0. This concluded the proof.
 SUMMARYDynamical system studies the time evolution, in particular, long time evolution of general initial
 state. It intends to find a relationship between initial state and its final destination. Complicateddynamical system posse opportunity as well as mathematical challenge.
 Exercise 2.73. Using a computer program, demonstrate the attractor of the dynamical system (2.20);more precisely, keep track the evolution of the boundary of a square (or a ball) of size R À 1.
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 Exercise 2.74. Show that for any fixed λ ∈ R, all the matrixes in λI + εNε>0 are similar where
 I =
 1 0 00 1 00 0 1
 , N =
 0 1 00 0 10 0 0
 .
 Exercise 2.75. Suppose A is a square matrix all whose eigenvalues have positive real part. Denoteby ρ the smallest real parts of all eigenvalues. Show that for every ε > 0, there is a matrix B that issimilar to A such that
 x∗Bx > (ρ− ε)|x|2 ∀x ∈ Rn, x 6= 0.
 Exercise 2.76. Prove Theorem 2.10.
 Exercise 2.77. Consider the group St generated by linear dynamics x = Ax where A is an n× n
 real matrix. Suppose V is a subspace of Rn that is A-invariant, i.e, V k AV := Ax | x ∈ V . Showthat V is also invariant under the dynamics; that is, x ∈ V ⇒ Stx ∈ V for all t ∈ R.
 Exercise 2.78. Show that if Ω is positively invariant under a continuous dynamics St, so is Ω.
 Exercise 2.79. Let Ω be an open bounded domain with smooth boundary ∂Ω to which the unit outwardnormal is denoted by n. Assume that f ∈ C1(Rn;Rn) satisfying n · f < 0 on ∂Ω. Show that Ω ispositive invariant under the dynamics Stt≥0 induced by the ode system x = f(x).
 Exercise 2.80. Find all trajectories to the system on plane:
 (i) x = y, y = x− x2, (ii) x = y, y = x3 − x, (iii) x = y, y = sin x.
 Indicate the stable and unstable manifold of all equilibria. Point out homoclinic and heteroclinicorbits, if there are any. Find the “global” attractor (the intersections of all absorbing sets).
 Exercise 2.81 (Two Body Problem).Consider the motion of two particles of mass M and m respectively, subjected only to the mutual
 gravitational force. Denote by x(t) ∈ R3 and y(t) ∈ R3 the positions of the particles at time t. TheNewton’s law of gravity and law of motion give the system
 M x =GMm(y − x)|x− y|3 , my =
 GMm(x− y)|x− y|3 .
 By selecting an appropriate moving coordinates, we can assume that
 Mx(0) + my(0) = 0, mx(0) + M y(0) = 0.
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 1. Show that my(t) = −Mx(t) for all t ∈ R, so that the function z(t) = x(t)[(M + m)2/Gm3]1/3
 satisfies the canonical one body problem
 z = − z|z|3 .
 2. Show the conservation of energy:
 d
 dtE(t) = 0, E(t) :=
 12|z(t)|2 − 1
 |z(t)| ∀ t ∈ R.
 3. Let e1 = z(0) and e2 = z(0). Show that the motion is on the plane spanned by e1 and e2;namely, z · (e1 × e2) = 0.
 4. Describe the motion of z on the plane.
 Remark: Multi-body problem has been a mathematical challenge for many centuries. It concernsabout the absorbing set of the system
 mixi = Gmi
 ∑
 j 6=i
 mj(xj − xi)|xi − xj |3 , i = 1, · · · , n.
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 2.12 Invariant Manifolds Near Hyperbolic Points
 Here we investigate local stable and unstable manifolds near saddle points. At an equilibrium p,denoting A = Dxf(p) and setting x = p + Py we see that y satisfies
 y = P−1APy + o(|y|).
 Hence, by taking appropriate coordinates, we can assume that A is in its Jordan form and p = 0.Assume that 0 is a saddle and strictly hyperbolic. Then according to the Jordan form of A we
 can decompose x = (u,v) and transfer the system as
 u = Su + g(u,v)
 v = −Uv + h(u,v)
 where S and U are upper triangular Jordan forms with all eigenvalues having positive real parts. Inparticular,
 S + S∗ = diag(2ρ1, · · · , 2ρk) + εN1,
 U + U∗ = diag(2µ1, · · · , 2µn−k) + εN2
 where all ρ1, · · · , ρk, µ1, · · · , µn−k are positive numbers, ε is a positive number that can be made assmall as we wish, and N1 and N2 are matrices having entries either zero or one. Denote by ρ thesmallest ρi and µ the smallest µj and use the matrix norm ‖ · ‖ induced from the Euclidean distance| · |. Then
 eρt ≤ ‖eSt‖ ≤ [1 + ε|t|]k−1eρt, eρt ≤ ‖eUt‖ ≤ [1 + ε|t|]n−k−1eµt ∀ t ≤ 0.
 Also,
 u∗(S + S∗)u ≥ (2ρ− ε)|u|2 ∀u ∈ Rk, v∗(U + U∗)v ≥ (2µ− ε)|v|2 ∀ v ∈ Rn−k.
 The Linear Case
 First consider the linear case: g ≡ 0,h ≡ 0. Then for any initial value x = (u, v) ∈ Rk × Rn−k, thesolution x(x, t) is given by
 x(x, t) = St(u, v) = (eStu, e−Utv).
 Note that
 limt→∞
 St(u, v) = 0 ⇐⇒ u = 0,
 limt→−∞
 St(u, v) = 0 ⇐⇒ v = 0.
 Hence,Mu(0) = Rk × 0, Ms(0) = 0 × Rn−k.
 It is easy to see that Mu(0) and Ms(0) are invariant under the action of the group Stt∈R.
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 The non-linear case
 Next we consider the non-linear case. For simplicity we assume that
 |g(x)|+ |h(x)| ≤ M |x|1+α, |Dxg(x)|+ |Dxh(x)| ≤ M |x|α ∀x = (u, v) ∈ Rn.
 First we construct the stable manifold. Using variation of constants, we seek solutions of theform
 x(t) =
 (u(t)
 v(t)
 )= T[x](t) :=
 eSt
 c− ∫ 0
 te−Ssg(x(s)) ds
 e−Ut∫ t
 −∞ eUsh(x(s)) ds
 ∀ t ≤ 0
 where c = u(0) ∈ Rk is any sufficiently small non-trivial vector. To establish the existence, we usethe space
 D(c) := x ∈ C((−∞, 0];Rn) | |x(t)− (eStc,0)| ≤ |c| ‖eSt‖ ∀ t ≤ 0.We use the norm ‖ · ‖ defined by
 ‖y‖ = supt≤0
 |y(t)|‖eSt‖ .
 The definition of norm implies,
 |y(t)| ≤ ‖y‖ ‖eSt‖ ∀ t ≤ 0.
 We shall use the Picard’s iteration, starting from 0.
 For this, we calculate, for every x1,x2 ∈ D(c),
 |g(x1(t))− g(x2(t))|+ |h(x1(t)− h(x2(t)| ≤ M max|x1(t)‖, ‖x2(t)|α |x1(t)− x2(t)|≤ M(2|c|)α‖x1 − x2‖ ‖eSt‖1+α
 It then follows that for every t ≤ 0,∣∣∣eSt
 ∫ t
 0
 e−Ssg(x1(s))ds− eSt
 ∫ t
 0
 e−Ssg(x2(s))ds∣∣∣
 ≤ M(2|c|)α‖x1 − x2‖∫ 0
 t
 ‖eS(t−s)‖ ‖eSs‖1+αds
 ≤ M1M |c|α‖x1 − x2‖ ‖eSt‖where
 M1 = 2α
 ∫ 0
 −∞‖eSs‖α ds sup
 t<s<0
 ‖eS(t−s)‖ ‖eSs‖‖eSt‖ .
 Similarly,∣∣∣e−Ut
 ∫ t
 −∞eUsh(x1(s))ds− e−Ut
 ∫ t
 −∞eUsh(x2(s))ds
 ∣∣∣
 ≤ M(2|c|)α‖x1 − x2‖∫ t
 −∞‖eU(s−t)‖ ‖eS(s−t+t)‖(1+α)sds
 ≤ M2M |c|α‖x1 − x2‖ ‖eSt‖1+α
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 where
 M2 = 2α
 ∫ t
 −∞‖eU(s−t)‖ ‖eS(s−t)‖1+αds = 2α
 ∫ 0
 −∞‖eUs‖ ‖eSs‖1+α ds.
 Thus,
 |T[x1](t)−T[x2](t)| ≤ M(M1 + M2‖eSt‖α)|c|α‖x1 − x2‖ ‖eSt‖,‖T[x1]−T[x2]‖ ≤ M3|c|α ‖x1 − x2‖
 where
 M3 = M
 M1 + M2 supt≤0
 ‖eSt‖α
 .
 Taking x1 = x and x2 = 0 we also have
 ‖T[x]−T[0]‖ ≤ 2M3|c|1+α.
 Hence, if
 |c| ≤ δ, δ := (4M3)−1/α
 we see that x ∈ D → T[x] maps D(c) into itself and is a contraction. Thus, there is a unique fixedpoint which gives a solution satisfying
 ‖u(t)− eStc‖ ≤ 2M3|c|1+α ‖eSt‖, |v(t)| ≤ M3|c|1+α‖eSt‖1+α ∀ t < 0.
 Now denoting
 H(c) = v(0) =∫ 0
 −∞eUsh(x(s)),
 we see that
 x(0) =
 (c
 H(c)
 ).
 We notice that
 |H(c)| ≤ M3|c|1+α.
 Hence, we have the existence part of the following:
 Theorem 2.12. In a small neighborhood of a strictly hyperbolic saddle equilibrium point 0, theunstable manifold is a k-dimensional surface and can be expressed as graph, under appropriatecoordinates, as
 v = H(u), |u| ≤ δ
 where H(u) = O(|u|1+α) as |u| → 0.Similarly, in a small neighborhoods of a saddle point, the stable manifold is a n−k dimensional
 surface and can be expressed as a graph,
 u = G(v), |v| ≤ δ.
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 To completes the proof of the Theorem, it remains to show that unstable and stable manifoldsare given by the solutions we just constructed.
 Let δ > 0 be a small positive number to be determined. Consider the sets
 Mu(δ) := x ∈ Rn | St(x) ∈ B(0; δ) ∀ t ≤ 0,Ms(δ) := x ∈ Rn | St(x) ∈ B(0; δ) ∀ t ≥ 0.
 We shall show that Mu(δ) is the local stable manifold and is a k dimensional surface given by theequation v = H(u). Similarly, Ms(δ) is the local unstable manifold and is a n − k dimensionalsurface given by the equation u = G(v). By changing t to −t for the study of stable manifold, weneed only consider the unstable manifold Mu(δ).
 Suppose x ∈ Mu(δ). Denote by x(t) = (u(t),v(t)) the solution to the initial value problemwith initial value x(0) = x. Then
 |x(t)| ≤ δ ∀ t ≤ 0.
 1. Using variation of constants, we can express v(t) as
 v(t) = e−Utv(0) +
 ∫ t
 0
 eUsh(x(s)) ds
 .
 Since
 limt→−∞
 |eUtv(t)| = 0 and limt→−∞
 ∫ t
 0
 eUsh(x(s)) ds =∫ −∞
 0
 eUsh(x(s))ds,
 we must have
 v(0) +∫ −∞
 0
 eUsh(x(s)) ds = 0, i.e. v(0) =∫ 0
 −∞eUsh(x(s)) ds.
 Thus, the equation for v can be written as
 v(t) = e−Ut
 ∫ t
 −∞eUs h(x(s)) ds =
 ∫ 0
 −∞eUsh(x(t + s))ds. (2.21)
 2. To study u, we first use the differential equation to derive
 d
 dt
 |u(t)|2 − |v(t)|2
 = u∗[S + S∗]u + v∗[U + U∗]v + u∗g + g∗u− v∗h− h∗v
 ≥ [2ρ− ε]|u|2 + [2µ− ε]|v|2 −Mδα(|u|2 + |v|2)= [2ρ− ε−Mδα]|u|2 + [2µ− ε−Mδα]|v|2 > 0.
 Assume that δ is small so that
 2Mδα ≤ ε.
 Integrating the differential inequality over (t, 0) and sending t → −∞ we derive that∫ 0
 −∞
 |u(s)|2(s) + |v(s)|2
 ds ≤ δ
 minρ, µ − ε< ∞.
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 It then follows that lim inft→−∞ |x(t)| = 0. Since |u(s)|2 − |v(s)|2 is strictly increasing, we see thatit has to be positive on (−∞, 0]. Hence
 |u(t)| > |v(t)| ∀ t ≤ 0.
 Consequently,
 d
 dt|u|2 = u∗[S + S∗]u + u∗g + g∗u ≥ [2ρ− ε− 2Mδα]|u|2 ≥ 2[ρ− ε]|u|2 ∀ t ≤ 0.
 Thus, |u| is a strictly increasing function. In addition, by the Gronwall’s inequality,
 |u(t)| < e(ρ−ε)t|u(0)| ∀ t ≤ 0.
 3. Now from (2.21) and using |x(t)| ≤ 2|u(t)| ≤ 2e(ρ−ε)t|u(0)| we derive that
 |v(t)| ≤∫ 0
 −∞‖eUs‖ M
 2e(ρ−ε)(t+s)|u(0)|
 1+α
 ds ≤ MM4|u(0)|1+αe(1+α)(ρ−ε)t
 where
 M4 := 21+αM
 ∫ 0
 −∞‖eUs‖e(1+α)(ρ−ε)s ds.
 Finally, using variation of constants we have
 u(t) = eStu(0) +
 ∫ t
 0
 e−Ssg(x(s)) ds
 .
 This equation and the estimate |x(t)| ≤ 2|u(0)|e(ρ−ε)t further implies
 ∣∣∣u(t)− eStu(0)∣∣∣ ≤
 ∫ 0
 t
 ‖eS(t−s‖ M
 2|u(0)|e(ρ−ε)s1+α
 ds ≤ MM5|u(0)|1+α‖ ‖eSt‖
 where
 M5 =∫ 0
 −∞
 21+αe(ρ−ε)(1+α)s
 ‖eUs‖ ds supt<s<0
 ‖eS(t−s)‖ ‖eSs‖‖eSt‖
 Thus, x = (u,v) ∈ D(c) with c = u(0). Hence x is the unique fixed point of T. Consequently,v(0) = H(u(0)) and M(δ) is a k-dimensional surface given by the equation v = H(u). Thiscompletes the proof.
 Example 2.26. Consider the system, modelling motion of particles,
 x = x(z2 − 1)− y, y = x + y(z2 − 1), z = z[1− (x2 + y2 + z2)/2].
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 Figure 2.8: Left: Trajectories on r-z plane, r =√
 x2 + y2. Right: The global attractor on the r-zplane consists of the two heteroclinic orbits plus the line segment 0 × [−1, 1]. Particles performcircular motion around the z axis, whose radius–height are on the curve depicted.
 (1) This system has three equilibria: (0, 0, 0), (0, 0,√
 2) and (0, 0,−√2).The dynamics has a structure. First of all, it is symmetric about the x-y plane. Secondly,
 d arctany
 x=
 xdy − ydx
 x2 + y2= dt ⇒ arctan
 y
 x= t + θ.
 Thus, every particle makes constant angular velocity circular motion around the z axis. Finally withr =
 √x2 + y2, the dynamics on the r-z plane can be written as
 r = r(z2 − 1), z = z(1− r2/2− z2/2). (2.22)
 Sample trajectories are depicted in the Figure 2.8.The stationary points (r, z) = (1,±1) correspond to two periodic trajectories, given by
 z = ±1, x = cos t, y = sin t.
 (2) On the r-z plane, there is a heteroclinic orbit connecting (0,√
 2) and (1, 1) and a corre-sponding one connecting (0,−√2) and (1,−1). The interval 0 × [−√2,
 √2], the stationary points
 (1,±1), and the two connecting heteroclinic orbits make up the global attractor for (2.22) (withr ≥ 0); see Figure 2.8.
 For the original dynamics, the line segment (0, 0) × [−√2,√
 2], the periodic trajectories, andthe evolution surfaces of the heteroclinic orbit of (2.22) compose of the global attractor.
 (3) The unstable manifold associated with the origin is (0, 0) × (−1, 1) on the z-axis. Thecorresponding solution is given by
 x(t) = 0, y(t) = 0, z(t) = ±√
 1 + tanh(t).
 The stable manifold associated with the origin is the x-y plane. The corresponding solutionsare
 z(t) = 0, x(t) = e−t cos(t + θ), y(t) = e−t sin(t + θ) ∀ θ ∈ [0, 2π].
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 (4) The stable manifold associated with the equilibrium (0, 0,√
 2) is the positive z-axis. Solu-tions are obtained from
 x = 0, y = 0, z = z(1− z2/2).
 The unstable manifold associated with (0, 0,√
 2) is a smooth surface obtained by revolving theheteroclinic orbits of (2.22) around the z-axis.
 The global dynamics are determined by the two periodic trajectories and the stable/unstablemanifold associated with the equilibria, that is, the global attractor.
 SUMMARY
 1. In linear system, stable manifolds are spanned by eigenspace of eigenvalues with negative realpart. Similarly, unstable manifolds are spanned by eigenspace of eigenvalues with positivereal part. Center manifolds are those associated with zero or pure imaginary eigenvalues.Near an equilibrium of a non-linear systems, when center manifold does not appear, e.g. thesystem is hyperbolic, local stable/unstable manifolds are small deformation of those from thelinearized systems.
 2. The main mathematical tools used here are variation of constants and contraction mappingtheorem.
 3. Global analysis, namely, finding the behavior of every trajectory is the central issue of dynam-ical system.
 Exercise 2.82. Show that the constants M1, · · · ,M5 defined in the context are finite.
 Exercise 2.83. Assume that f and g are smooth (admits whatever derivative that is needed, butnot analytic). Show that both functions H and G in Theorem 2.12 are C1 in a neighborhood of theorigin.
 Exercise 2.84. For small positive and negative λ, schematically plot all trajectories to the planesystem
 x = y, y = λy + x− x2.
 Also, plot the global attractor.
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 Exercise 2.85. Find the stable/unstable manifold associated with the origin for the following dy-namical systems:
 (a) x = −x− y, y = x− y, z = z + x2 + y2.(b) x = x, y = 2y, z = −2z + 4x2 + 6y2.
 Exercise 2.86. In studying blow-up phenomena, the following semi-linear equation plays an impor-tant role in the last two decades:
 −∆u = |u|p−1u,(∆ := ∇ · ∇ =
 n∑
 i=1
 ∂2
 ∂xi
 ).
 A radial symmetric positive solution u(r) (r = |x|) of the equation satisfies the ode
 u′′(r) +n− 1
 ru′(r) + up = 0, r > 0.
 Assume that n > 2 and p > n/(n− 2). Set κ = 2/(p− 1) and c(p) = [κ(n− 2− κ)]1/(p−1).
 1. Show that an exact solution is supplies by u(r) = u∗(r) := c(p)r−κ.
 2. For each a > 0, denote by u(a; r) the solution to the ode subject to the boundary condition
 u′(a; 0) = 0, u(a; 0) = a.
 Show that u(a; r) = au(1, a(p−1)/2r) for all r > 0. Also derive a series expansion for u(1, r)near r = 0.
 3. Show that the transformation
 t = ln r, u(r) = c(p)r−κv(t)
 transfers the equation to
 v + αv + βv[vp−1 − 1] = 0 t ∈ R (2.23)
 where
 α =(n− 2)p− (n + 2)
 p− 1, β =
 2[(n− 2)p− n](p− 1)2
 .
 4. Find the stable/unstable manifold associated with the constant solution v = 0 and v = 1, onthe phase plane (v, v).
 5. Describe the global dynamics of the autonomous system for positive solutions of v.
 6. Describe the behavior the solution u(1, r).
 7. Classify all solutions that satisfy
 limr→0+
 u(r) = ∞.
 8. Classify all the solutions that satisfy
 limr→∞
 u(r) = 0.
 9. Classify all solutions that are positive on (0,∞).

Page 182
                        

176 CHAPTER 2. CERTAIN ODE TOOLS

Page 183
                        

Chapter 3
 Traveling Waves
 In natural sciences, traveling waves are recognized as characteristic phenomena that can be repeat-edly observed and accurately measured. This chapter discusses a mathematical model that has beenextensively used in the past for the study of traveling wave phenomena. It presents a nice applicationof the ode theory.
 3.1 Traveling Wave Problem
 A traveling wave is quite often described as a function u of space variable x and time variable t thathas the form u(x, t) = U(x − ct). At time t = 0, a configuration U(·) is observed. At any othertime t ∈ R, the same configuration U(·) is observed under the new coordinates x′ = x − ct. Thecoordinate change is nothing but a translation of the origin. Such a wave is called a traveling wavewith speed c and wave profile U ; see Figure 3.1.
 In this chapter we consider traveling waves for a reaction-diffusion dynamics modelled by
 ∂u(x, t)∂t
 =∂2u
 ∂x2− f(u), x ∈ R, t > 0 (3.1)
 Figure 3.1: Plot of the function u(·, t) at different times, with equal time interval.
 177
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 where uxx is called the diffusion term and f the reaction term, so the equation is called reaction-diffusion equation. When f ≡ 0, the equation becomes the well-known heat equation, describingthe change in time of temperature distribution over space. In theory of stochastic process, theequation ρt = 1
 2ρxx is also called diffusion equation modelling the probability distribution ofrandom walking particles.
 For u(x, t) = U(z), z = x − ct ∈ R, be a traveling wave, it is necessary and sufficient for U tosatisfy
 U ′′(z) + cU ′(z) = f(U(z)) on R. (3.2)
 Assume, for definiteness, that f(0) = 0 = f(1) and denote by 0 the zero function and 1 thefunction identically equal to one. Then both U = 0 and U = 1 are solutions, called constant equi-librium. Physically they represent uniform spatial distributions of certain kind. We are interestedin solutions that spatially connects this two equilibrium solutions in the sense that
 0 6 U(·) 6 1 on R, U(−∞) := limz→−∞
 U(z) = 0, U(∞) := limz→∞
 U(z) = 1. (3.3)
 Here the condition 0 6 U 6 1 is originated from the model itself.
 In material science, equation (3.1) can be used to model a phase transition where u = 0 and 1represent two different phases, say liquid and solid. Thus, a traveling wave represents the melting ofsolid or solidification of liquid. In this application, the unit length in the variable x is a microscopicscale (about 5 to 200 times distances between atoms or molecules, representing the thickness ofthe macroscopically invisible interfacial region connecting solid and liquid), so a macroscopic phasetransition from solid to liquid is represented by a smooth function with exponential tails (c.f. Figure3.1). If we use the macroscopic length X = εx and time τ = εt where ε = O(10−7) is a smallnumber, then
 u = U(x− ct) = U(X − cτ
 ε
 )≈
 1 if X > cτ,
 0 if X < cτ.
 Thus, macroscopically, one observes at time τ that the boundary between liquid and solid is atposition cτ ; that is, the interface moves with velocity c. If c > 0, it is a solidification process, ifc < 0, it is a liquidation process.
 Applying (3.1) to population dynamics, v = 1− u represents the population density with v = 1as environment capacitance (maximum density allowance) and g(v) := f(1 − u) the growth rate.Hence, a traveling wave solution represents the advancement or retreating of a population’s territory,where c represents how fast the boundary changes.
 In modelling combustion in a channel, a traveling wave represents the burning front of com-bustible material. Depending on the application, sometimes c is required to be as large as possible,sometimes the opposite.
 We remark that in realistic models, the function f indeed depends on certain other controlvariables, which may represent, say the temperature in phase transition model, population of com-petitors in competition models, or density of chemical substances in chemical reaction models. The
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 control variables will satisfy relevant equations. Here we single out just the equation for u, implicitlyassuming that control variables are more or less constant functions.
 The equation for U is autonomous, so if U(·) is a solution, for every z0 ∈ R, U(· + z0) is alsoa solution. Such a property due to the autonomous of the system is commonly referred to as thetranslation invariance. In the sequel, by unique it means unique up to a translation, i.e. if U andV are two solutions, then V (·) = U(z0 + ·) for some z0 ∈ R.
 Sometimes for definiteness, the translation invariance is removed by imposing an extra conditionsuch as
 U(0) = 12 or
 ∫
 RzU ′(z) = 0.
 The first condition is easy to be understood; the second condition is geometrically clear and easy tobe used in many applications since it translates to
 ∫ 0
 −∞U(z) =
 ∫ ∞
 0
 (1− U(z)) dz.
 The assignment of U(0) is an artificial way to define where the “center” of the wave is located. Oncethe criterion is determined, the region
 Ω0(t) = (−∞, ct), Ω1(t) = (ct,∞)
 then can be (artificially) regarded as the phase regions, say ice and water, respectively, in microscopicphase transition models.
 In general, a second order ode can only supply two conditions; here three conditions are imposed:
 U(−∞) = 0, U(0) = 1/2, U(∞) = 1,
 so there may not be a solution. Nevertheless, there is a free parameter c and it is expected that asc varies, a solution will come up. In certain sense, this is a special “eigenvalue” problem.
 Traveling Wave Problem: Find (c, U) ∈ R× C2(R; [0, 1]) that satisfy (3.2)-(3.3).
 In the literature, a traveling wave satisfying (3.3) is also referred to as a traveling front. Bycontrast, a traveling pulse refers to a solution u(x, t) = U(x − ct) where U(±∞) = 0. A wave iscalled stationary if c = 0.
 In the class w1 | w ∈ R of spatially constant functions, diffusion is irrelevant so only theeffect of reaction shows up. The initial value problem of the dynamics (3.1) becomes an ode initialvalue problem
 dw
 dt= −f(w), w(0) = a.
 Suppose f(α) = 0, so α1 is a constant state equilibrium of (3.1). Assume a is very close to α.
 (i) If f ′(α) > 0, then limt→∞ w(t) = α. In this case, α1 is called a stable equilibrium;(ii) If f ′(α) < 0, then limt→−∞ w(t) = α. Thus, α1 is an unstable equilibrium.
 Depending on the stability of the constant state equilibria 0 and 1, the traveling wave problemis roughly divided into two types:
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 1. Bistable Type: Both 0 and 1 are stable; that is f(0) = f(1) = 0, f ′(0) > 0, f ′(1) > 0.
 2. Monostable Type: Only one of 0 and 1 is stable; that is, f(0) = f(1) = 0 > f ′(0)f ′(1).
 It will be shown later that there is no traveling wave connecting two unstable constant stateequilibria.
 In the bistable case, between 0 and 1, f must have at least one zero, say a ∈ (0, 1), at which,f ′(a) 6 0. A prototype of this kind of non-linearity is
 f(u) = u(u− a)(u− 1), a ∈ (0, 1).
 In a phase field model, a relates the temperature in such a way that a > 1/2, a = 1/2, and a < 1/2correspond to below, at, and above melting/freezing temperature, respectively. One can show thatc > 0 if and only if a ∈ (1/2, 1). Note that the equilibrium a1 (called marshy state) is unstable,explaining the instability of phase regions in a “totally blended” mixture of solid and liquid atfreezing temperature.
 A prototype of monostable non-linearity is
 f(u) = u− u2.
 In population genetics, such a model represents the migration of a population towards new territory(recall u = 0 corresponds population density v = 1). One can show that c is always positive.
 Characterization of traveling waves are quite different in these two different cases. Under addi-tional conditions on f , there is exactly one solution in the bistable case, whereas in the monostablecase, there is a cmin > 0 such that there is a traveling wave of speed c if and only if c ≥ cmin.
 Quite often in designing a model or construct counter-examples, we use a known solution U toconstruct a non-linearity f .
 Example 3.1. Suppose Φ is a selected function satisfying
 Φ(0) = Φ(1) = 0 < Φ(s) ∀ s ∈ (0, 1).
 Let U = U(z) be the solution to
 U ′ = Φ(U), U(0) = 1/2.
 Then U ′′ + cU ′ − f(U) = ΦΦ′ + c − f(U). Thus, (c, U) is a solution if f is define by
 f(s) = Φ(s)Φ′(s) + c.
 In particular, for f(s) = s(1− s)(a− s) we can take Φ(s) = 1√2s(1− s) to produce a solution
 c =√
 2(a− 12 ), U(z) =
 12
 (1 + tanh
 z
 2√
 2
 )=
 11 + e−z/
 √2.
 Later on we shall show that this is the only solution when f(s) = s(1− s)(a− s) with a ∈ (0, 1).
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 Exercise 3.1 (Stability). Assume that f ∈ C(R;R) satisfying f = 0 on (−∞, a1] ∪ [a2,∞). Fora ∈ (a1, a2) denote by w(a, ·) the solution to the following initial value problem
 d
 dtw(a, t) = −f(w(a, t)), w(a, 0) = a.
 (i) Suppose f < 0 in (a1, α) and f > 0 in (α, a2) where α ∈ (a1, a2). Show that
 limt→∞
 w(a, t) = α ∀ a ∈ (a1, a2).
 (ii) Suppose f > 0 in (a1, α) and f < 0 in (α, a2). Show that
 limt→∞
 w(a, t) =
 a2 if a ∈ (α, a2),
 a1 if a ∈ (a1, α).
 (iii) Explain the stability of the equilibrium state w(α, ·) ≡ α.
 Exercise 3.2 (Plane Waves). Let n be a unit vector in Rn. Show that u(x, t) := U(n · x− ct) is asolution to ut = ∆u− f(u) if and only if (c, U) solves (3.2); here ∆ := ∇ · ∇ =
 ∑ni=1
 ∂2
 ∂x2i
 is calledthe Laplace operator1. Describe the shape and motion of the wave front
 Γ(t) := x ∈ Rn | u(x, t) = 1/2.
 Exercise 3.3. Solve the stationary wave problem
 U ′′ = sin(2πu), U(−∞) = 0, U(0) = 1/2, U(∞) = 1.
 [Hint: Multiply both side by U ′ and integrate. ]
 Exercise 3.4. Construct f such that the traveling wave problem admits a traveling wave profile
 (i) U(z) =2π
 arctan ez, (ii) U(z) =12
 +1π
 arctan z.
 Also, find a minimum c such that the resulting f is non-negative on [0, 1].
 1Engineers write the Laplacian ∆ as ∇2, though it should be ∇ · ∇.
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 3.2 A Few Basic Properties of Traveling Waves
 In this section, we establish a few properties of a generic traveling wave. For this, assume that(c, U) ∈ R× C2(R; [0, 1]) solves (3.2)-(3.3), where f satisfies
 f ∈ C1([0, 1];R), f(0) = f(1) = 0.
 1. Regularity: If f ∈ Cm([0, 1];R), then U ∈ Cm+2(R; [0, 1]).
 This follows by a boot strap argument; that is differentiating the equation U ′′ = f(U)− cU ′
 as long as the right-hand side permits.
 2. Monotonicity: U ′ > 0 and 0 < U < 1 on R.
 This is one of the most important property of traveling waves. It is based on the followingidentity: For every a, b ∈ R,
 0 =∫ b
 a
 2U ′[U ′′ + cU ′ − f(U)]dz
 = |U ′(b)|2 − |U ′(a)|2 + 2c
 ∫ b
 a
 |U ′(z)|2ds− 2∫ U(b)
 U(a)
 f(u)du. (3.4)
 First we show that 0 < U < 1 on R. Indeed, since 0 6 U 6 1 on R, if there exists z0 ∈ R suchthat U(z0) = 0 or U(z0) = 1, then z0 is a point of global minimum or maximum, so U ′(z0) = 0.The uniqueness of solution to (3.2) with initial condition at z0 then implies that U(z) ≡ U(z0) forall z ∈ R, which is impossible. Thus, 0 < U < 1 on R.
 Next we show that U ′ > 0 on R. Suppose otherwise. Then there exists z0 ∈ R such thatU ′(z0) < 0. Since the sets z ≤ z0 | U ′(z) > 0 and z ≥ z0 | U ′(z) > 0 are closed and non-empty,
 z1 := maxz ≤ z0 | U ′(z) > 0, z2 := minz ≥ z0 | U ′(z) > 0
 are well-defined. As U ′(z0) < 0,
 z1 < z0 < z2, U ′(z1) = 0 = U ′(z2), U ′ < 0 in (z1, z2).
 To continue, consider separately two cases (i) c 6 0 and (ii) c > 0.Suppose c > 0. Since U ′ < 0 in (z1, z2), and U(∞) = 1 > U(z1), the set z | U(z) 6 U(z1) is
 closed and bounded from above. Set
 z3 = maxz | U(z) 6 U(z1).
 Then U(z3) = U(z1) and U(z) > U(z3) all for z > z3. With a = z1 and b = z3, (3.4) gives
 |U ′(z3)|2 + 2c
 ∫ z3
 z1
 |U ′(s)|2ds = |U ′(z1)|2 + 2∫ U(z3)
 U(z1)
 f(s) ds = 0.
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 This implies, as c > 0, that c = 0 and U ′(z3) = 0. As U(z) > U(z3) for z > z3, U ′′(z3) > 0, i.e.f(U(z3)) ≥ 0. As U ′(z1) = 0 > U ′(z) for z ∈ (z1, z2), U ′′(z1) ≤ 0, i.e. f(U(z1)) ≤ 0. Hence,f(U(z3)) = 0 since U(z1) = U(z3). Consequently, by the uniqueness of solutions of second orderode, U ≡ U(z3), a contradiction.
 Similarly, we can derive a contradiction if c > 0. These contradictions show that U ′ ≥ 0 on R.
 Finally, we show that U ′ > 0 on R. If not, there is z0 ∈ R such that U ′(z0) = 0. As U ′ > 0on R, U ′′(z0) = 0. This implies that f(U(z0)) = U ′′(z0)− cU ′(z0) = 0 and hence U ≡ U(z0) on R,which is impossible.
 This completes the proof that 0 < U < 1 and U ′ > 0 on R.
 3. The Sign of Wave Speed: The sign of c is the same as that of∫ 1
 0f(s)ds.
 First we can use mean value theorem and U(−∞) = 0 and U(∞) = 1 to derive
 lim infz→∞
 |U ′(z)| = 0, lim infz→−∞
 |U ′(z)| = 0.
 Suppose c = 0. Then in (3.4) sending a → −∞ and b → ∞ along the subsequence on which|U ′| → 0 we derive that
 ∫ 1
 0
 f(s) ds = 0.
 Similarly, if c 6= 0, the above limit process shows the identity
 c
 ∫
 R|U ′(s)|2ds =
 ∫ 1
 0
 f(s)ds.
 Thus, c has the same sign as that of∫ 1
 0f(s) ds.
 4. The Special Case c = 0: There is a traveling wave with c = 0 if and only if
 F (u) :=∫ u
 0
 f(s) ds =∫ u
 1
 f(s) ds > 0 ∀u ∈ (0, 1). (3.5)
 Suppose c = 0. Then in (3.4) sending a → −∞ along a sequence |U ′(a)| → 0 we obtain
 |U ′(z)|2 = 2∫ U(z)
 0
 f(s)ds ∀ z ∈ R.
 As U ′ > 0 on R,∫ u
 0f(s)ds > 0 for all u ∈ (0, 1). Consequently,
 ∫ u
 1
 f(s)ds =( ∫ 0
 1
 +∫ u
 0
 )f(s)ds =
 ∫ u
 0
 f(s)ds > 0 ∀u ∈ (0, 1).
 Thus, (3.5) is a necessary condition for the existence of a zero speed wave.
 Next we show that (3.5) is also sufficient. The above derivation suggest that
 |U ′|2 = 2∫ U
 0
 f(s)ds, i.e.dU
 dz=
 √2F (U).
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 This equation can be solved by separation of variables. Hence a candidate of the solution is theimplicit function given by (taking U(0) = 1/2 for simplicity)
 z =∫ U(z)
 1/2
 ds√2F (s)
 . (3.6)
 Since for small positive s,
 2F (s) = 2F (0) + 2F ′(0)s + F ′′(0)s2 + o(s2) = [f ′(0) + o(1)]s2,
 limu0
 ∫ u
 1/2
 ds√2F (s)
 = −∞.
 Similarly,
 limu1
 ∫ u
 1/2
 ds√2F (s)
 = ∞.
 Thus, (3.6) defines a unique monotonic U on R. In addition, U(−∞) = 0 and U(∞) = 1. Animplicit differentiation shows that such U is a solution to the traveling wave problem with c = 0.
 5. Asymptotic Behavior Near Equilibrium
 In studying (3.2), it is convenient to use the U -U ′ plane, called the phase plane. Set P = U ′.The second order ode for U can be written as a system of two first order odes:
 U ′ = P,
 P ′ = f(U)− cP.(3.7)
 This system has at least two equilibria: (0, 0) and (1, 0). A traveling wave to (3.2)-(3.3) correspondsto a trajectory that emits from (0, 0) at z = −∞ and enters (1, 0) at z = ∞. Thus, a travelingwave represents a heteroclinic orbit on the phase plane. The trajectory is on the unstable manifoldassociated with the origin and on the stable manifold associated with the point (1, 0).
 Hence, a necessary condition for the existence of a traveling wave is that (0, 0) should not bea stable node, and (1, 0) should not be a unstable node. To see the stability, under the dynamics(3.7), of an equilibrium we check the eigenvalues of the matrix associated with the differential of theright-hand side of (3.7) at the equilibrium:
 (0 1
 f ′(E) −c
 )
 where E = 0 or E = 1. The eigen-pairs (λ±, e±) of the matrix are
 λ±(E) := − 12c± 1
 2
 √c2 + 4f ′(E), e± =
 (1
 λ±
 ).
 (1). Suppose f ′(1) < 0. When c < 0, (1,0) is unstable. When 0 6 c < 2√−f ′(1), (1, 0) becomes
 a stable focus so no trajectories approach (1, 0) from the side (U,P ) | U < 1. Thus, if (c, U) isa traveling wave, c > 2
 √f ′(1). Analogous conclusion holds when f ′(0) < 0. Hence, we have the
 following:
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 Theorem 3.1. Assume that f ∈ C1([0, 1]). Consider the traveling wave problem (3.2)-(3.3).
 1. if f ′(0) < 0 = f(0), then c 6 −2√−f ′(0) < 0;
 2. if f ′(1) < 0 = f(1), then c > 2√−f ′(1) > 0;
 3. if f(0) = f(1) = 0, f ′(0) < 0 and f ′(1) < 0, then (3.2)-(3.3) does not have any solution.
 (2) If f ′(E) > 0, then λ+(E) > 0 > λ−(E) so (E, 0) is a saddle point. Consequently, there areexactly four trajectories connecting the equilibrium, in the direction e+,−e+, e−,−e− respectively.The trajectories connecting (E, 0) in the direction e+ and −e+ are the unstable manifold, the othertwo in the direction e− and −e− is the stable manifold associated with (E, 0).
 If f ′(0) > 0, (0, 0) is a saddle, the trajectory of interest is the 1-dimensional unstable manifoldassociated with (0, 0). Near the origin, it can be expressed as
 P = U
 12 [
 √c2 + 4f ′(0)− c] + o(1)
 , lim
 U→0o(1) = 0.
 If f ∈ C1,α for some α > 0, then P = U [λ + O(1)Uα] and
 U(z0 + z) = eλz
 1 + O(1)eλαz
 , supt≤0
 |O(1)| < ∞.
 Here z0 is an arbitrary constant due to the translation invariance of the system.
 If f ′(1) > 0, then the relevant trajectory must lies on the stable manifold of (1, 0):
 P = (1− U)
 12 [
 √c2 + 4f ′(1) + c] + o(1)
 , lim
 U→1o(1) = 0.
 If f ∈ C1,α, then P = (1− U)[µ + O(1)(1− U)α] and
 U(z + z1) = 1− eµz[1 + O(1)eµαz], supt≥0
 |O(1)| < ∞.
 When f ′(1) < 0, the whole neighborhood of (1, 0) is in the stable manifold associated with(1, 0). Nevertheless, any trajectory can enter (1, 0) in one of two directions.
 Exercise 3.5. Assume that u ∈ C2([a, b];R). Show that
 u′(x) =u(b)− u(a)
 b− a+
 ∫ x
 a
 (t− a)u′′(t)dt +∫ b
 x
 (t− b)u′′(t) dt ∀x ∈ [a, b].
 Also show that
 M1 ≤ max√
 2M0M2,2M0
 L
 where
 L = b− a, M0 = maxx,y∈[a,b]
 |u(x)− u(y)|, M1 = maxx∈[a,b]
 |u′(x)|, M2 = maxx∈[a,b]
 |u′′(x)|.
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 Exercise 3.6. Assume that f ∈ C([0, 1];R). Show that if (c, U) is a solution to (3.2)-(3.3), then
 lim|z|→∞
 |U ′(z)|+ |U ′′(z)|+ |f(U(z))|
 = 0,
 ∫
 R|U ′(s)|2ds < ∞, c =
 ∫ 1
 0f(s)ds∫
 R U ′(s)|2ds.
 Exercise 3.7. Let f(u) = sin(4πu) + λ sin(2πu) = sin(2πu)[2 cos(2πu) + λ]. Show the following:
 1. when |λ| < 2, f = 0 has exact five roots on [0, 1], three of which are stable, the other twounstable;
 2. (3.2)-(3.3) admits a solution if and only if c = 0 and λ > 0;
 3. for every λ ∈ R, (3.2) admits a solution with c =√
 π λ and boundary condition
 U(−∞) = 0, U(∞) = 12 , 0 < U < 1
 2 on R.
 [Hint: Try U ′ = Φ(U) where Φ(s) = k sin(2πs). ]
 Exercise 3.8. Suppose we only know that f ∈ C([0, 1]) (so initial value problem to the ode (3.2) maynot be unique). Show that if (c, U) is a traveling wave and c 6= 0, then U ′ > 0 on R.
 Exercise 3.9. Suppose for some positive λ and α, U ′ = U [λ + O(1)Uα)] as U → 0. Show that asz → −∞, U(z + z0) = eλz[1 + O(1)eαλz].
 Exercise 3.10. Find all solutions to
 U ′′ + 2U ′ + U − 1 = 0 < U ′ on [0,∞), U(0) = 12 , U(∞) = 1.
 Show that every solution satisfies
 limz→∞
 U ′(z)U(z)− 1
 = limz→∞
 U ′′(z)U ′(z)
 = −1.
 Exercise 3.11. Consider the system
 x = f(x, y) := x[1 + 1/ ln |x|
 ], y = g(x, y) := −y.
 Verify that f, g ∈ C1(B(0, 1/2);R). Also show the following.
 1. The origin is a saddle and there are a total of exactly four trajectories entering the origin;
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 2. The trajectory enters the origin in the positive x-axis direction has asymptotic behavior
 y(t) ≡ 0, x(t) = [A + Bt + o(1)]et as t → −∞.
 Finally explain that to have U(z0 + z) = [1 + o(1)]eλz, a condition more than f ∈ C1 is needed.
 Exercise 3.12. For f(u) = u(1− u) and f(u) = u2(1− u) respectively, describe the stable/unstablemanifold of (3.7): first in terms of Taylor expansion
 P = a1U + a2U2 + a3U
 3 + o(U4);
 then in terms of leading order expansion of U and P in time t, as t → ±∞.
 Exercise 3.13. Assume that (fn, cn, Un)n∈N is a sequence in C([0, 1])× R× C2(R; [0, 1]) solving
 U ′′n + cnU ′
 n = fn(Un) in R, Un(−∞) = 0, Un(∞) = 1.
 Suppose for some c ∈ R and f ∈ C([0, 1];R),
 limn→∞
 cn = c, limn→∞
 maxs∈[0,1]
 |fn(s)− f(s)| = 0, f > 0 in (0, 1).
 Show that there exists U ∈ C2(R; [0, 1]) solving U ′′ + cU ′ = f(U) in R and U(−∞) = 0, U(∞) = 1.Can the assumption f > 0 in (0, 1) be removed?Hint: (1) Make translation so that Un(0) = 1/2. (i) Using the estimate in Exercise 3.5 show that
 Un and U ′n are equicontinuous, hence along a subsequence, there is a limit, U . Using integral
 formulation show that U ∈ C2 and is the solution needed.
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 Figure 3.2: Monotonicity of solution p = p(c, u) with respect to c. Here the horizontal axis is u,vertical axis is p; the three curves, from low to high, correspond to three different values of c’s, fromhigh to low, respectively.
 3.3 A Monotonicity Lemma
 Since P = U ′ > 0 for a traveling wave, U = U(z) has an inverse z = z(U). The function P = P (z(U))can be regarded as a function of U satisfying dP/dU = [f(U) − cP ]/P . For this, we consider the“singular” initial value problem:
 dp
 du=
 f(u)p
 − c, ∀u ∈ (0, δ(c)),
 p(c, 0) = 0, p(c, u) > 0 ∀u ∈ (0, δ(c))(3.8)
 where [0, δ(c)] is the maximal existence interval.
 Lemma 3.1 (Monotonicity Lemma). Assume that f ∈ C1([0, 1]) and f(0) = 0 < f ′(0). Thenfor every c ∈ R, there exists δ(c) ∈ (0, 1] such that (i) there exists a unique solution p = p(c, ·) ∈C1([0, δ(c))) to (3.8) and (ii) at u = δ(c),
 either (a) p(c, δ(c)) = 0 > f(δ(c)), or (b) δ(c) = 1, p(c, 1) > 0.
 In addition, p and δ(·) are continuous function of c and there is the monotonicity property
 c2 > c1 ⇒ δ(c1) ≥ δ(c2), P (c1, u) > P (c2, u)) ∀ u ∈ (0, δ(c2)).
 A illustration of the conclusion of the Lemma is depicted in Figure 3.2.
 Proof. A direct approach for the local existence of (3.8) will be discussed in the second part ofthis section. Here we utilize (3.7). For this, we need to assume that f ∈ C1+α([0, ε]) for some α > 0and ε > 0, so the general theorem about the stable/unstable manifold associated with a strictlyhyperbolic saddle can be applied.
 1. First we show rigorously that (3.8) can be converted back to (3.7). Note that if p = p(c, u)solves (3.8), then pick a small η ∈ (0, δ(c)) and define
 Z(u) =∫ u
 η
 ds
 p(c, s)
 then u ∈ (0, η] → z = Z(u) is monotonic. As p(c, ·) is C1, 0 < p(c, u) < Ku for some K andall u ∈ (0, η], so that limu0 Z(u) = −∞. Denote by u = U(z) the inverse of z = Z(u) and set
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 P (z) = p(c, U(z)) we see that (P, U) solves (3.7). Hence, we need only study the local unstablemanifold of (3.7) associated with the equilibrium (0, 0).
 Since only those solution U that takes value in [0, 1] are of interest, we can extend the definitiondomain of f from [0, 1] to R by any way we want. For definiteness, we use the following extension:
 f(u) = f ′(0)u when u < 0, f(u) = f ′(1)(u− 1) when u > 1.
 Then f is globally Lipschitz continuous. Hence, for any c ∈ R and for any initial value, the solutionto (3.7) exists in t ∈ R and is unique.
 2. Since f ′(0) > 0, (0, 0) is a saddle to (3.7) so the unstable manifold associated with (0, 0) isa C1 curve consists of two trajectories. Denote by γ(c) the trajectory that near origin lies in thefirst quadrant, and fix a representation by selecting a solution (U(c, z), P (z, z)) to (3.7) associatedwith the trajectory (all other solutions differ by a translation z → z + z0). We denote
 T (c) = sup
 z ∈ R | U ′(c, ·) > 0, U(c, ·) < 1 in (−∞, z)
 .
 (i) Suppose T (c) = ∞. Denote U(c,∞) = limt→∞ U(c, t). Then U(c,∞) ∈ (0, 1] and (U(c,∞), 0)is an equilibrium of (3.7). Thus, γ(c) is a heteroclinic connecting (0, 0) and (U(c,∞), 0). AsP > 0 on R, γ is in the upper half plane, and hence gives rise to a solution p = p(c, ·) to (3.8)with δ(c) = U(c,∞).
 (ii) Suppose T (c) < ∞. Then by continuity, ether U(c, T (c)) = 1 or P (c, T (c)) = 0.
 (a) Suppose P (c, T (c)) = 0. Then as P > 0 in (−∞, T (c)), P ′(c, T (c)) ≤ 0. The differentialequation P ′ = f(U) − cP evaluated at z = T (c) gives f(U(c, T (c)) ≤ 0. As U is not aconstant, f(U(c, T (c)) < 0.
 (b) Suppose U(c, T (c)) = 1. Then we must have P (c, T (c)) > 0 since otherwise the uniquenessof the ode system (3.7) would imply U(c, t) ≡ 1, a contradiction.
 Denoting z = Z(c, u) the inverse of u = U(c, z) and setting δ(c) = U(c, T (c)), p(c, u) =P (c, Z(c, u)), we obtain a unique solution to (3.8) in an maximal interval [0, δ(c)].
 3. Finally, for small u,p(c, u) = [λ + o(1)]u
 where λ is the positive root to the characteristic equation
 λ2 + cλ− f ′(0) = 0.
 The positive root is given by
 λ(c) =12
 √c2 + 4f ′(0)− c
 =
 2f ′(0)√c2 + 4f ′(0) + c
 . (3.9)
 From the second expression, we see that λ is a strictly decreasing function of c ∈ R.
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 Suppose c1 < c2. Then p(c1, u) = [1 + λ(c1)]u > p(c2, u) for all sufficiently small positive u.The comparison of ode then implies that p(c1, u) is a supersolution to the equation for p(c2, u) sop(c1, u) > p(c2, u) in (0, δ2(c)). This completes the proof.
 The monotonicity lemma has many non-trivial applications in study traveling wave problems.It constitutes a base for a shooting argument.
 In the rest of this section, we discuss the general existence of locally positive solutions to a“singular” equation
 dy(x)dx
 =cx + dy + f(x, y)ax + by + g(x, y)
 , y(x) > 0 ∀x ∈ (0, δ], y(0) = 0, (3.10)
 where a, b, c, d are constants, b 6= 0, (a− d)2 + 4bc > 0 and
 f, g ∈ C1(R2;R), 0 = f(0, 0) = g(0, 0) = fx(0, 0) = fy(0, 0) = gx(0, 0) = gy(0, 0).
 We search a solution y = y(x) near the origin such that
 y(x) =[γ + o(1)
 ]x as x → 0.
 Clearly, γ has to satisfy γ = (c + dγ)/(a + bγ), i.e. the characteristic equation
 b γ2 + (a− d) γ − c = 0, i.e. γ =12b(d− a)±
 √(d− a)2 + 4bc
 Writing
 y(x) = γx + z(x)
 the system is equivalent to
 dz
 dx=
 (d− γb)z + f(x, γx + z)− γg(x, γx + z)(a + bγ)x + bz + g(x, γx + z)
 .
 Also, we computer
 d
 dx
 (xκz
 )= xκ−1
 (κz + x
 dz
 dx
 )= xκ−1 κ(bz + g)z/x + f − γg
 (a + bγ) + (bz + g)/x
 provided that we take
 κ =bγ − d
 a + bγ= − (a + d)∓
 √(a− d)2 + 4bc
 (a + d)±√
 (a− d)2 + 4bc= −λ1
 λ2
 where λ1 and λ2 are eigenvalues of the matrix with row (c, d) and (a, b), that is, the root to
 0 = det(
 a− λ bc d− λ
 )
 As z is expected to be of higher order, we can integrate the equation for (xκz)′ to derive theequivalent form
 z(x) = T[z](x) := x−k
 ∫ x
 0
 ρκ−1 κ(bz + g)z/ρ + f − γg
 a + bγ + (bz + g)/ρdρ (3.11)
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 where in the integrand, z = z(ρ), f = f(ρ, γρ + z(ρ)), g = g(ρ, γρ + z(ρ)).Starting from zero, the iteration z → T[z] is expected to provide a unique fixed point. For this
 purpose, we assume that
 κ > −1.
 Note that for a saddle point, λ1λ2 < 0 so κ > 0 and the above condition is automaticallysatisfied. On the other hand, when λ1λ2 > 0, we have to pick up a correct sign ± so that |λ2| > |λ1|;namely, we can only find a unique solution that enter the origin along one of the characteristicdirection. This is expected since the origin (0, 0) is a stable or unstable node, in one characteristicdirection there is only one trajectory connects the origin, whereas all other trajectories connect theorigin along the other characteristic direction.
 To show that (3.11) admits a solution, we use the space, for some small positive δ, ε,
 D(ε, δ) = z ∈ C([0, δ]) | |z(x)| ≤ ε|x| ∀x ∈ [0, δ].
 Set
 η = η(δ) := sup0<x≤δ,|y−γx|≤x
 |f(x, y)|+ |g(x, y)||x|
 The by the assumption on the smallness of f and g,
 limδ0
 η(δ) = 0.
 Set m = |a + bγ|. We see that for every z ∈ D(ε, δ),
 ∣∣∣T[z](x)∣∣∣ ≤ x−κ
 ∫ x
 0
 ρk |κ|(|b|ε + η)ε + η + |γ|η|m| − (|b|ε + η)
 dρ ≤ |κ|(|b|ε + η)ε + (1 + |γ|)η(1 + κ)(m− [|b|ε + η])
 ρ.
 First pick ε small positive such that
 |κ|(|b|+ 1) + 1 + |γ|(1 + κ)(m− [|b|+ 1]ε)
 ε ≤ 12.
 Then pick small δ such that η(δ) ≤ ε2. We obtain
 |T[z](x)| ≤ 12
 εx ∀x ∈ [0, δ].
 Thus, T maps D(ε, δ) itself. One can show that T is continuous and compact. Hence, T admits afixed point.
 Finally, using f, g ∈ C1 and the fact that
 |fx, fy, gx, gy| = o(1) as |x|+ |y| → 0
 one can show that T is a contraction. Thus fixed point of T in D is unique. That is, in a smallneighborhood of the characteristic direction (1, γ), there is a unique trajectory connecting the origin.
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 Exercise 3.14. Provide a full detail of the comparison argument that is used without explanation inthe last paragraph of the proof of Lemma 3.1.
 Exercise 3.15. Verify that T is a contraction in D(ε, δ) if ε and δ are small enough, using the norm
 ‖|z‖| = supx∈(0,δ]
 |z(x)|x
 .
 Exercise 3.16. Assume that that κ < −1. Show that for every M > 0, there exist δ > 0 such thatfor every c ∈ [−M,M ], there is a unique solution z ∈ C1((0, δ]) to
 z(x) = T[z](x) := x−k
 c +∫ x
 δ
 ρκ−1 κ(bz + g)z/ρ + f − γg
 a + bγ + (bz + g)/ρdρ
 x ∈ (0, δ].
 In addition, limx0 z(x)/x = 0.
 Exercise 3.17. Assume that (a − d)2 + 4c > 0 and f, g ∈ C1, 0 = f(0, 0) = g(0, 0) = fx(0, 0) =fy(0, 0) = gx(0, 0) = gy(0, 0). Consider the ode system
 x = ax + y + f(x, y), y = cx + dy + g(x, y).
 1. Using polar coordinates x = r cos θ, y = r sin θ find the equivalent system for (r, θ). In partic-ular, the equation for θ can be read as
 θ = c cos2 θ + (d− a) sin θ cos θ − sin2 θ + o(r).
 With o(r) ≡ 0, describe the behavior of θ.
 2. Suppose (r(t), θ(t) is a trajectory such that limt→∞ r(t) = 0 or limt→−∞ r(t) = 0, show thatthere exists the limit
 θ(∞) := limt→∞
 θ(t), or θ(−∞) := limt→∞
 θ(t)
 where γ = tan θ(∞) or γ = tan θ(−∞) is a roots to γ2 + (a− d)γ − c = 0.
 [Hint: Check the slope field on the (t, θ) space.]
 3. Show that in the saddle case, there are exactly four trajectories connecting the origin; theyentering the origin along directions ±(1, γ±).
 Hint: Step 1. By (2), a connecting orbit will enter a small sector (x, y) | 0 < x < δ, |y−γx| ≤εx. Step 2. By previous exercise, the trajectory is given by the unique fixed point of T.
 4. Assume that for some m ≥ 1, f, g = o(|x|m + |y|m) and κ := (γ − d)/(γ + a) > −1−m. Showthat there exists a solution of the form y = γx + o(1)xm.
 Hint: Use norm ‖|z‖| = supx∈(0,δ]|z(x)|x−m and D(ε, δ) = z | ‖|z‖| ≤ ε.
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 Exercise 3.18. Assume that f ∈ C3([0, 1]) satisfies f(0) = f ′(0) = 0, f ′′(0) = 2 and f > 0 in (0, 1).Show that for every c ∈ R, there exist a unique solution to
 dp
 du=
 f(u)p
 − c, p > 0 ∀u ∈ (0, 1), p(c, 0) = 0.
 In addition, as u → 0, the solution has the following behavior:(i) If c < 0, then p = [−c + o(1)]u;
 (ii) If c = 0, then p =√
 2∫ u
 0f(s)ds;
 (iii) If c > 0, then p = [1 + o(1)]f(u)/c.
 Exercise 3.19. (Shooting) For each h > 1, consider the initial value problem, for u = u(r), to
 urr + 1r ur = (1− |u|)u in (0,∞), u(0) = h, ur(0) = 0.
 1. Show that there exists an analytic even solution u in [−ε, ε] for some ε > 0.
 2. Writing f(u) = u(1− |u|) show that the problem is equivalent to the integral equation
 u(r) = h−∫ r
 0
 1ρ
 ∫ ρ
 0
 tf(u(t))dt.
 Suppose f is a general locally Lipschitz continuous function. Using a fixed point argumentshow that the above integral equation admits a unique solution in [0, ε] for some ε > 0.
 3. Using a continuation argument show that the local solution can be extended to [0,∞), if needed,first prove and then use the following to exclude blow-up:
 u2r + 2
 3 |u|3 − u2 + 2∫ r
 0
 1ρu2
 r(ρ)dρ = 23h3 − h2.
 4. Define R := supr > 0 | u > 0 > ur in (0, r). Show that one of the following holds:
 (a) R = ∞, u > 0 > ur in (0,∞), u(∞) = 0;
 (b) 0 < R < ∞, u(R) = 0, ur(R) < 0;
 (c) 0 < R < ∞, ur(R) = 0, u(R) > 0, urr(R) > 0.
 5. Let A = h > 1 | (a) happens, B := h > 1 | (b) happend and C := h > 1 | (c) happens.Show that B is open and for some h∗ > 1, [h∗,∞) ⊂ B;
 Show that C is open and (1, 3/2] ⊂ C;Show that A is non-empty. Consequently, there is at least a solution u ∈ C∞([0,∞)) to
 urr + 1r ur = u− u2, u > 0 > ur in (0,∞), ur(0) = 0, u(∞) = 0.
 The function U(x, y) = u(√
 x2 + y2) is called a spike solution to ∆U = U − U2 in R2. Ifinterested, try to show that the spike solution is unique.
 [ To show that B is non-empty, consider w(ρ) = u(ρ/√
 h)/h]. The limit, as h →∞, solves
 wρρ +1ρwρ = −|w|w in (0,∞), w(0) = 1, wρ(0) = 0.
 Then show that w(ρ) < δw(δ)/ρ for all 0 < δ < ρ. An integration shows the existence of afinite R∗ at which w(R∗) = 0. by continuity, the equation uρρ + 1
 ρuρ = εu − u2 has a zerobefore R∗ + 1 for every sufficiently small positive ε. ]
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 3.4 Monostable Case
 In this section we consider the monostable case. For this, we assume that
 f ∈ C([0, 1]), f(0) = f(1) = 0 < f(s) < (1− s)K ∀ s ∈ (0, 1). (3.12)
 Note that the condition implies that f ′(0) > 0 > f ′(1). We shall prove the following Theorem:
 Theorem 3.2. Assume (3.12). Then the exists a positive constant cmin ∈ (0, 2√
 K] such that forany c ≥ cmin, the traveling wave problem (3.2)-(3.3) with the given speed admits a solution, uniqueup to a translation; the traveling wave problem does not have any solution with speed c < cmin.
 If in particular f is concave or K = −f ′(1) then cmin = 2√|f ′(1)|.
 Proof. 1. First we consider the case that f ∈ C1 and f ′(0) > 0.Denote by p(c, u) the solution to (3.8). Since f > 0 in (0, 1), by Lemma 3.1, δ(c) = 1. That is,
 p(c, ·) is well-defined on [0, 1], p(c, u) > 0 for all u ∈ (0, 1). At u = 1, there are two scenarios: eitherp(c, 1) = 0 or p(c, 1) > 0. For given c, there is a traveling wave solution of speed c if and only ifp(c, 1) = 0. We shall use a comparison to show that p(c∗, 1) = 0 for the c∗ defined by:
 c∗ := 2√
 K, K := supu∈[0,1)
 f(u)1− u
 , p∗(u) :=√
 K(1− u).
 Set F (u, p, c) := f(u)p − c. we calculate, for all u ∈ [0, 1),
 dp∗(u)du
 − F (u, p∗, c∗) = −√
 K − f(u)√K(1− u)
 + c∗ ≥ −√
 K − K√K
 + 2√
 K = 0.
 Since p(c∗, 0) = 0 < p∗(0), for small u, p∗(u) > p(c∗, u). By comparison principle, p(c∗, u) <
 p∗(u) for all u ∈ [0, 1). Hence, we must have p(c∗, 1) = 0.
 Now we define
 cmin = infc | p(c, 1) = 0.
 Then by continuity and monotonicity, p(1, c) = 0 for every c > cmin. Also, p(c, 1) > 0 for everyc < cmin. Note that
 p(0, 1) =
 √2
 ∫ 1
 0
 f(s)ds > 0.
 Hence, cmin > 0. Thus, there exists a traveling wave of speed c if and only if c ≥ cmin. In addition,the wave profile U(·) is unique up to a translation.
 Finally, suppose f(u) ≤ f ′(1)(u−1) for all u ∈ [0, 1]. Then K = −f ′(1) so that c∗ =√−2f ′(1).
 As cmin ≥√−2f ′(1), we conclude that cmin = 2
 √−f ′(1).
 2. Now we consider the general case, i.e. without the differentiability of f and the non-degeneracy assumption f ′(0) > 0.
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 We still consider problem (3.8), only this time without using phase plane analysis. Set q = p2,the problem can be written as
 12
 dq(c, u)du
 = f(u)− c√
 max0, q ∀u ∈ [0, 1], q(c, 0) = 0.
 Since the right-hand side is continuous and grows in q at most linear, there exists at least onesolution q(c, u). Since f > 0 on (0, 1), a simple comparison show that q > 0 on (0, 1). We shallpresent a general result showing that q is unique and monotonic in c.
 Hence, we have a traveling wave if and only if q(c, 1) = 0.Take the q∗(u) =
 √p∗(u). On [0, 1), we can compare q(c∗, u) and q∗(u) to conclude that
 q(c∗, u) < q∗(u) for all u ∈ [0, 1). Hence, we must have q(c∗, 1) = 0. Repeating the same proof as inthe previous case we obtain the same conclusion.
 Lemma 3.2. Assume f ∈ C([0, a]), f > 0 on (0, a). For every c ∈ R, there is a unique solution to
 12
 dq
 du= f(u)− c
 √max0, q ∀u ∈ [0, a], q(c, 0) = 0. (3.13)
 In addition, if c2 > c1, then q(c1, u) > q(c2, u) > 0 ∀u ∈ (0, a).Furthermore if c2 > c1 and q(c2, a) > 0, then q(c1, a) > q(c2, a).
 The proof is left as an exercise.
 Exercise 3.20. Solve the traveling wave problem for the following f ’s:
 f(u) =
 k u if u ∈ [0, a],
 0 if u ∈ [a, 1](k > 0, a ∈ (0, 1)),
 f(u) =
 u if u ∈ [0, a],
 (2a− u) if u ∈ [a, 2a],
 0 if u ∈ [2a, 1]
 (a ∈ (0, 1/2]).,
 f(u) =
 0 if u ∈ [0, a],
 u− a if u ∈ [a, 1/2],
 (1− a− u)) if u ∈ [1/2, 1− a],
 0 if u ∈ [1− a, 1]
 (a ∈ (0, 1/2]).
 Exercise 3.21. Prove Lemma 3.2 (with a = 1). For uniqueness and monotonicity , you may go asfollows:
 1. Suppose c > 0. If q1 and q2 are two solutions, ddu (q1 − q2)2 ≤ 0 ∀u ∈ [0, 1]. Hence, q1 = q2.
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 2. Suppose c < 0. Denote F (u) = 2∫ u
 0f(s)ds and q(u) = q(c, u).
 (a) Using dq/du > 0 in (0, 1) and the integral equation for q show that
 q(u) ≤ F (u) + 2|c|u√
 q(u), q(u) ≤ 2F (u) + 4(cu)2 ∀u ∈ (0, 1).
 Using comparison first show that q ≥ (c[u− ε])2, then passing to the limit show that q ≥ (cu)2
 and finally using integral equation show that
 q(u) ≥ F (u) + (cu)2 ∀u ∈ [0, 1].
 (b) Suppose q1 and q2 are two solutions. Show that
 d
 du[q2 − q1]2 =
 4|c|[q2 − q1]2√q1 +
 √q2
 ≤ 2|c| [q2 − q1]2√F (u) + (cu)2
 .
 Consequently, using Gronwall’s inequality show that for 0 < δ < u ≤ 1,
 [q2(u)− q1(u)]2 ≤ [q2(δ)− q1(δ)]2 exp( ∫ u
 δ
 2|c|ds√F (δ) + (cs)2
 )
 ≤ [(q2(δ)− q1(δ)]22F (δ) + 2c2
 F (δ) + (cδ)2
 ≤ 32[F (δ) + (cδ)2] [F (δ) + c2].
 Sending δ → 0 show that q1 = q2.
 3. Suppose c2 > c1. For ε > 0, denote by qε the solution with c = c1 and initial value qε(0) =ε. Show that qε(u) > q(c2, u) for all u ∈ [0, 1). Sending ε → 0 also show that q(c1, ·) =limε→0 qε ≥ q(c2, ·) on [0, 1]. Then using comparison show q(c1, u) > q(c2, u) for all u ∈ (0, 1)and also for u = 1 if q(c1, 1) > 0.
 Exercise 3.22 (Asymptotic behavior). Assume that f ∈ C1([0, 1]) and f > 0 in (0, 1). Let cmin
 be the minimum wave speed and (c, U) be a traveling wave. Show the following:
 1. Near z = −∞, there is the asymptotic behavior
 limz→−∞
 U ′(z)U(z)
 =12
 (− c +
 √c2 + f ′(0)
 ).
 2. If c > cmin, then
 limz→∞
 U ′(z)1− U(z)
 =12
 (c−
 √c2 − f ′(1)
 ).
 3. If c = cmin then
 limz→∞
 U ′(z)1− U(z)
 =12
 (c +
 √c2 − f ′(1)
 ).
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 Exercise 3.23. Let f(u) = u − u2. Show that cmin = 2. Denote by Umin a wave profile for theminimum wave speed. Show that for some z0 ∈ R,
 limz→∞
 1− Umin(z + z0)ze−z
 = 1.
 Exercise 3.24. Assume that f(u) = up(1 − u)q (p > 1, q > 1). Let (c, U) be a traveling eave withspeed c > cmin. Show that as z →∞, U ′ ≈ (1− U)q/c and
 limz→∞
 z1/(q−1)[1− U(z)] =( c
 q − 1
 )1/(q−1)
 .
 Exercise 3.25. Assume that f(u) = up(1− u)q (q > 1, p > 1). Let (c, U) be a traveling wave. Showthat as z → −∞, U ′ ≈ Up/c and
 limz→−∞
 |z|1/(p−1)U(z) =( c
 p− 1
 )1/(p−1)
 .
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 3.5 Bistable Case
 In this section, we establish the existence of a unique traveling wave in the bistable case. Forsimplicity, we assume that for some a ∈ (0, 1),
 f ∈ C([0, 1]), f(0) = f(1) = 0, f > 0 in (0, a), f < 0 in (a, 1). (3.14)
 Theorem 3.3. Assume (3.14). Then the traveling wave problem (3.2)-(3.3) admits a unique solution(c, U) ∈ R× C2(R). In addition, the speed c has the same sign as that of J :=
 ∫ 1
 0f(s) ds.
 Proof. For every c ∈ R, let q(c, a) be the unique solution to (3.13) and set p0 =√
 q. Sincef > 0 in (0, a), p0(c, ·) is well-defined on [0, a]. In addition, p0(c, a) is a non-increasing function of c.
 Similarly, at u = 1, we can consider the equation
 dp1(c, u)du
 =f(u)
 p(c, u)− c ∀u ∈ [a, 1), p1(c, 1) = 0.
 With a variable change v = 1 − u, the trick of using (3.13) still applies. One conclude that p1(c, ·)is well-defined on [a, 1] and is a non-decreasing function of c.
 Thus, to obtain a solution, what we need is to solve the following equation
 p0(c, a) = p1(c, a). (3.15)
 The left-hand side is continuous and strictly decreasing function of c as long as p0(c, a) > 0; theright-hand side is continuous and strictly increasing in c as long as p1(c, a) > 0. Hence, as c varies,one can expect a unique solution; c.f. Figure 3.3.
 To show that (3.15) admits a unique solution, first we notice that when c = 0, the equation forp0 and p1 can be integrated to give
 p0(0, u) =√
 2∫ u
 0f(s)ds ∀u ∈ [0, a], p1(0, u) =
 √2
 ∫ u
 1f(s)ds) ∀u ∈ [a, 1].
 Hence, p0(0, a) > 0, p1(0, a) > 0. Denote
 J =∫ 1
 0
 f(u) du.
 (i) The balanced case: J = 0. There holds p0(0, ·) = p1(0, ·) =: p(·). Thus, after shifting, U
 is the solution to the following
 dU(z)dz
 = p(U(z)), U(0) = 12 . (3.16)
 Note that if z2 :=∫ 1
 1/21
 p(s)ds < ∞, then U ≡ 1 on [z2,∞). Similarly, if z1 :=∫ 0
 1/21
 p(s)ds > −∞,then U ≡ 0 on (−∞, z1]. In any case, one can show that U ∈ C2(R), U ′ > 0 in (z1, z2).
 (ii) Unbalanced case J > 0. We must have c > 0. Physically this means that the 0 state ismore stable than 1 state, so the phase 0 region x|u(x, t) < a will expand to swallow the phase 1state region x|u(x, t) > a.
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 Figure 3.3: The function p0(c, u) and p1(c, u) at three different values of c. p0 is decreasing in c, p1
 is in creasing in c. p0 and p1 are identical at a particular c, the traveling wave speed.
 One finds that∫ a
 0
 f(s)ds = J +∫ a
 1
 f(s)ds >
 ∫ a
 1
 f(s)ds > 0.
 Hence, we must have p0(0, a) > p1(0, a) > 0. As one increase c, p0(c, a) decreases and p1(c, a)increases.
 It is easy to verify that p0 6 ‖f‖/c. Hence, at c∗ = ‖f‖/p1(0, a), p0(c∗, a) 6 p1(0, a) < p1(c∗, a).Therefore, there exists c ∈ (0, c∗) such that p0(c, a) = p1(c, a). Consequently, p1(c, ·) = p0(c, ·) =:p(·). Solving (3.16) we obtain a solution with wave speed c.
 We notice that p0(·, a) is strictly decreasing in (0, c] and p1(·, a) is strictly increasing in [c,∞).Hence, c = c is the unique solution to p0(c, a) = p1(c, a).
 Finally, we remark that since here we assumed only that f is continuous, most of the relevantresults established in the previous sections may not apply. Hence, we go briefly over the uniquenessas follows. One can show that U ′ ≥ 0 on R and that U ′ > 0 if U ∈ (0, 1). As a result one can showthat there exists a function p(·) such that U ′ = p(U) and that p2 = q solves (3.13). Therefore thesolution lies in the category we discussed above, and we obtain the uniqueness of the the solution.
 Example 3.2. Consider the traveling wave problem for the cubic non-linearity
 f(u) = u(1− u)(a− u).
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 As calculated before, the unique solution is given by
 c =√
 2(a− 12 ), U(z) =
 12
 (1 + tanh
 z
 2√
 2
 )=
 11 + e−z/
 √2, z ∈ R.
 In particular, when a = 1, we have c = 1/√
 2. In this case, the bi-stability becomes mono-stability since f = u(1− u)2.
 We verify that cmin = 1/√
 2 is the minimal wave speed when f = u(1− u)2. Indeed, denote bypε0(c, u) the corresponding solution to (3.8) with f replaced by fε = u(1−u)(1− ε−u). Since f > fε
 in (0, 1), we have p0 ≥ pε0. We know that pε
 0(c, 1) > 0 when c < cε :=√
 2[1− ε− 1/2], so we knowncmin ≥ cε. Sending ε → 0 we obtain cmin ≥ 1/
 √2. Thus cmin = 1/
 √2.
 Exercise 3.26. Assume (3.14) and that (c, U) solves (3.2)-(3.3). Show that U ′ ≥ 0 on R and U ′ > 0whenever U ∈ (0, 1).
 Exercise 3.27. Assume that p ∈ C(R), p > 0 in (0, 1) and p = 0 on (−∞, 0]∪ [0,∞). Show that thefollowing problem admits a unique solution
 dU
 dz= p(U(z)) ∀ z ∈ R, U(0) = 1
 2 .
 In addition, the solution satisfies U(−∞) = 0, U(∞) = 1.
 Exercise 3.28. Show that in the bistable J > 0 case the traveling wave speed satisfy√
 2∫ a
 0
 f(s)ds ≥ p0(c, a) = p1(c, a) ≥√
 2∫ a
 1
 f(s)ds + c2(1− a)2).
 From which derive an upper bound estimate on the wave speed c.
 Exercise 3.29. Find explicitly the traveling wave solution when f has an N shape:
 f(u) = f(u, a) =
 u when u < a,u− 1 when u > a.
 Exercise 3.30. Find explicitly the standing waves (c = 0) solution for f given by
 f(u) =
 −∞ if u < 0,
 (−∞, 1] if u = 0,
 1− 2u if u ∈ (0, 1),
 [−1,∞) if u = 1,
 ∞ if u > 1.
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 Exercise 3.31. Assume that f ∈ C1([0, 1]) and that for some a ∈ (0, 1),
 f(0) = f(a) = f(1) = 0, f ′(0) > 0, f ′(a) > 0, f ′(1) > 0.
 Assume that there exist traveling waves (c1, U1), (c2, U2) satisfying
 0 < U1 < a, U1(−∞) = 0, U1(∞) = a, a < U2 < 1, U2(−∞) = a, U2(∞) = 1.
 Show that there exists a traveling wave (c, U) to (3.2)-(3.3) if and only if c1 > c2. In such a case,there holds the relation c2 < c < c1.
 Exercise 3.32. Assume that f ∈ C1([0, 1]), f > 0 in (0, a) and f < 0 in (a, 1) for some a ∈ (0, 1).Let (c, U) be a traveling wave. Show that
 limz→∞
 U ′
 U − 1= µ :=
 12
 (− c−
 √c2 + f ′(1)
 ), lim
 z→−∞U ′(z)U(z)
 = λ :=12
 (− c +
 √c2 + f ′(0)
 ).
 Assume in addition that c > 0 and f ∈ C2. Show that for some z0 ∈ R,
 limz→∞
 1− U(z + z0)eλz
 = 1.
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 3.6 Further Examples of Traveling Waves
 For a linear partial differential equation of space variable x ∈ R and time variable t ∈ [0,∞), quiteoften there are solutions of the form
 ψ(x, t) = e2nπi(x−ct), n ∈ R, c ∈ C.
 The number n (or λ := 2nπ in many textbooks) is called wave number, measuring number ofperiodic oscillations per unit length. If c is real, such a solution represents a traveling wave of speedc. Quite often a pde supports various kinds of waves and the speed c many depend on the wavenumber. A wave problem can roughly be classified as follows:
 1. Simple: c is real and is independent of the wave number n;
 2. Dispersive: c is real but c = c(n) is not a constant function of the wave number n;
 3. Diffusive: c is complex; in this case Re(c) is called the phase velocity.
 Typical examples of simple, diffusive, and dispersive linear wave equations are the following:
 simple:∂ψ
 ∂t+
 ∂ψ
 ∂x= 0.
 diffusive:∂ψ
 ∂t+
 ∂ψ
 ∂x= D
 ∂2ψ
 ∂x2(D > 0),
 dispersive:∂ψ
 ∂t+
 ∂ψ
 ∂x= −β
 ∂3ψ
 ∂x3(β > 0).
 In study non-linear equations, wave types are defined according to the linearized version of theproblem. Simple examples are the following:
 1. Simple (nondispersive, nondiffusive): The usual wave equation in gas dynamics
 ∂u
 ∂t+ u
 ∂u
 ∂x= 0.
 2. Diffusive: The Burger’s equation
 ∂u
 ∂t+ u
 ∂u
 ∂x= ε2 ∂2u
 ∂x2(0 < ε ¿ 1).
 3. Dispersive: The Korteweg-de Vries (KdV) equation
 ∂u
 ∂t+ u
 ∂u
 ∂x= −β
 ∂3u
 ∂x3.
 These equations arise naturally in many wave propagation problems. The characteristic ofthe solutions and the pde methods of solutions are distinctly different for each of these equations.They also may be significantly different from those of the related linear equations although retainingcertain similarities.
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 Example 3.3. Consider the Burger’s equation. We seek a traveling waves of the form uε(x, t) =U(x− ct). The equation becomes
 −cU ′ + UU ′ = ε2U ′′ or ε2U ′ = 12U2 − cU −A.
 Suppose
 limx→−∞
 u(x, 0) = α, limx→∞
 u(x, 0) = β.
 Then U(−∞) = α, U(∞) = β, so that
 A = 12α2 − cα = 1
 2β2 − cβ =⇒ c = 12 (α + β), A = 1
 2αβ.
 The problem now becomes
 ε2U ′ = 12 (U − α)(U − β), U(∞) = β, U(−∞) = α.
 1. When α > β, there is a unique solution given by
 U(z) = α +β − α
 2
 (1 + tanh
 (α− β)z2ε2
 ).
 Consequently, the function uε(x, t) = U(x− ct) satisfies
 limε0
 uε(x, t) = u(x, t) :=
 β if x > 1
 2 (α + β)t,
 α if x < 12 (α + β)t,
 ∀t > 0.
 The function u in the limit is called the entropy solution to the conservation law:
 ∂u
 ∂t+
 ∂f(u)∂x
 = 0, (x, t) ∈ R× (0,∞)
 with f(u) = 12u2, subject to the initial condition u(x, 0) = α for x < 0 and u(x, 0) = β for
 x > 0. Such a solution is known as a shock wave. Physically it represents a wave of speed α
 pushes a wave of speed β in the front. The place where these two waves meet forms a shock,propagating with speed 1
 2 (α + β).
 2. When α < β, there is no such traveling wave solution to the Burger’s equation that connectsα at −∞ and β at ∞. Physically, a wave of speed α in the back can never catch up a wave ofspeed β in the front, so no shock is formed. In such case the solution to the conservation lawut + ( 1
 2u2)x = 0 is given by
 u(x, t) =
 β if x > βt,
 k if x = kt, k ∈ [α, β],
 α if x < αt,
 ∀t > 0.
 Example 3.4. Consider a traveling wave u(x, t) = U(x−ct) to KdV equation (β = 1). This rendersto
 −cU ′ + UU ′ = −U ′′′.
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 Figure 3.4: Snap shots of two solitons ar t = 0 and t = 2.7. They pass each other as if they werelinear interactions.
 Assume that the media is at rest in background so U(±∞) = 0. Then two integrations give
 U ′′ = U(c− 12U), U ′2 = U2(c− 1
 3U).
 The solution is given by
 U(z) =3c
 cosh2[√
 cz/2], c ∈ [0,∞).
 Thus, for every wave speed c > 0, there is a traveling wave, called soliton. It is a revolutionarydiscovery that solitons interact like linear waves; namely, a fast moving soliton passes a slow movingsoliton, leaving behind little disturbance. See Figure 3.4
 Exercise 3.33 (Simple Waves). (1) For smooth φ show that u(x, t) = φ(x − ct) is the (unique)solution to the transport equation equation
 ∂u
 ∂t+ c
 ∂u
 ∂x= 0 ∀(x, t) ∈ R× (0,∞), u(·, 0) = φ(·).
 (2) For smooth φ and ψ, show that
 u(x, t) = 12φ(x + ct) + 1
 2φ(x− ct) + 12cψ(x + ct)− 1
 2cψ(x− ct)
 is the (unique) solution to the wave equation
 ∂2u
 ∂t2= c2 ∂2u
 ∂x2∀ (x, t) ∈ R× (0,∞), u(·, 0) = φ(·), ∂u
 ∂t(·, 0) = ψ′(·).
 Explain the solution in term of composition of waves.
 Exercise 3.34 (Dissipative Waves). For each ω = (ω1, · · · , ωn) ∈ Rn show that u(ω; x, t) :=ei[ω1x1+···xnωn]−ct with c = |ω|2 is a solution to
 ∂u
 ∂t= ∆u :=
 n∑
 i=1
 ∂2u
 ∂x2i
 .
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 Describe the function u(ω;x, t) as a dissipated (magnitude reduced) wave.Also explain via linearity that the following are also solutions:
 v(x, t) :=k∑
 j=1
 gju(ωj ; x, t), gj ∈ C, ωj ∈ Rn, j = 1, · · · , k
 v(x, t) :=∫
 Rn
 g(ω)u(ω; x, t)dω,
 ∫
 Rn
 [1 + |ω|2
 ]|g(ω)|dω < ∞.
 Exercise 3.35. Assume that f ∈ C2(R) is convex, i.e. f ′′ > 0. Find traveling waves to the equation
 ut + (f(u))x = ε2uxx
 subject to u(−∞, t) = α, u(∞, t) = β.
 Exercise 3.36. Implement a numerical algorithm demonstrating the interaction of solitons.
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Chapter 4
 Traveling Wave on Lattice
 Discussed in this chapter is the traveling wave problem
 cU ′(x) = U(x + 1) + U(x− 1)− 2U(x) + f(U(x)) ∀x ∈ R, U(−∞) = 0, U(∞) = 1
 under the monostable non-linearity
 f ∈ C1([0, 1]), f(0) = f(1) = 0 < f(s) ∀ s ∈ (0, 1).
 Asymptotic expansions for U(x) as x → ±∞, accurate enough to capture the translation differences,are also derived and rigorously verified. New tools are also developed to deal with the degeneratecase f ′(0)f ′(1) = 0, about which is the main concern of this chapter1.
 4.1 Overview
 Consider a system of countably many ordinary differential equations, for un(·)n∈Z,
 d
 dtun(t) = un+1(t)− 2un(t) + un−1(t) + f(un(t)), n ∈ Z, t > 0, (4.1)
 where f is a nonlinear forcing term satisfying f(0) = f(1) = 0. This system can be embedded intoa larger one, for an unknown u(x, ·)x∈R,
 d
 dtu(x, t) = u(x + 1, t)− 2u(x, t) + u(x− 1, t) + f(u(x, t)), x ∈ R, t > 0. (4.2)
 A solution of (4.2) or (4.1) is called a traveling wave with speed c if there exists a functionU defined on R such that u(x, t) = U(x + ct) or un(t) = U(n + ct). 2 Here U is referred to as thewave profile. Of interest are solutions taking values in [0, 1], specifically, traveling waves connectingthe steady states 0 and 1. Thus, we study the following
 1This chapter is based on a recent research project of the author and his collaborators.2There are two changes of the notation from the previous chapter. First of all, the forcing term f(u) was −f(u) in
 the previous chapter; a change of variables u(x, t) = 1− v(−x, t) makes them equivalent. Secondly, the wave moves inthe negative x direction with speed c, since the moving coordinates is x′ = x + ct, whose origin x′ = 0 is at x = −ctin the original coordinate system.
 207
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 Traveling Wave Problem: Find (c, U) ∈ R× C1(R) such that
 c U ′(·) = U(·+ 1) + U(· − 1)− 2U(·) + f(U(·)) on R,
 U(−∞) = 0, U(∞) = 1, 0 6 U 6 1 on R.(4.3)
 Equation (4.1) can be found in many biological models (e.g. [14, 31, 33]). Also, it can beregarded as a spatial-discrete version of the parabolic partial differential equation
 ut = uxx + f(u). (4.4)
 The existence, uniqueness, and stability of traveling waves of (4.1) have been extensively studiedrecently under various assumptions on f ; see, for example, [4, 8, 9, 10, 17, 19, 36, 37, 38, 39]. Thecommonly used assumption includes the condition of non-degeneracy f ′(0)f ′(1) 6= 0. For bistabledynamics, i.e., f ′(0) < 0 and f ′(1) < 0, the results on traveling waves are quite complete; see,for example, [4, 10, 37, 38] and the references therein. This chapter concerns only the monostabledynamics, i.e., f satisfies
 (A) f ∈ C1([0, 1]), f(0) = f(1) = 0 < f(s) ∀ s ∈ (0, 1).
 Under the non-degeneracy and the condition that f(s) 6 f ′(0)s for all s ∈ [0, 1], Zinner, Harris,and Hudson established the existence of traveling waves [39]; see also the later developments of Fu,Guo, and Shieh [17] and Chen and Guo [8]. The uniqueness issue was not satisfactorily resolveduntil a recent paper of Chen and Guo [9]. Here we shall prove the following existence result from[9].
 Theorem 4.1. Assume (A).(i) There exists cmin > 0 such that (4.3) admits a solution if and only if c > cmin.(ii) Given c > cmin, there is a speed c wave profile satisfying U ′ > 0 on R.(iii) Given c > 0, (4.3) admits a solution if there is a super-solution of speed c.
 Here by a super-solution of wave speed c it means a non-constant Lipschitz continuousfunction Φ from R to [0, 1] satisfying
 c Φ′(x) > Φ(x + 1) + Φ(x− 1)− 2Φ(x) + f(Φ(x)) a.e. x ∈ R.
 When f ′(0)f ′(1) 6= 0, it is shown in [9] that wave profiles are unique up to a translation. Inaddition,
 limx→−∞
 U ′(x)U(x)
 = λ, limx→∞
 U ′(x)U(x)− 1
 = µ (4.5)
 where λ is a positive real root of the characteristic equation
 c λ = eλ + e−λ − 2 + f ′(0) (4.6)
 and µ is the negative real root of the characteristic equation
 c µ = eµ + e−µ − 2 + f ′(1). (4.7)
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 In addition, when c > cmin, λ is the smaller real root of the characteristic equation (4.6).Note that for any real numbers m and k, the function z ∈ R → ez + e−z + mz + k is strictly
 convex, so the characteristic equation has at most two real roots. Since f ′(1) 6 0 and c > 0, thereis a unique non-positive real root µ to c µ = eµ + e−µ − 2 + f ′(1). For the characteristic equation at0, we define
 c∗ = minz>0
 ez + e−z − 2 + f ′(0)z
 > 0 if f ′(0) > 0,= 0 if f ′(0) = 0.
 (4.8)
 Suppose f ′(0) > 0. There are two real roots to cλ = eλ + e−λ − 2 + f ′(0) when c > c∗; bothare positive. When c = c∗, there is a unique real root, positive and of multiplicity two. Whenc < c∗, there are no real roots, so the assertion of Theorem 4.1 implicitly implies that cmin > c∗. Inaddition, suppose f(s) 6 f ′(0)s for all s ∈ [0, 1]. Then it is easy to verify that Φ(x) := mineλx, 1is a super-solution of speed c if cλ = eλ + e−λ − 2 + f ′(0). This implies that cmin = c∗. Whenf ′(0) = 0, we see that c∗ = 0 and λ = 0 is a root to the characteristic equation at 0. Nevertheless,since cmin > 0, we see an example that cmin > c∗.
 It is important to observe that a (monotonic) wave profile Umin of the minimum speed is asupersolution of any wave speed c > cmin. Since among all wave profiles of all admissible speeds,Umin decays with the largest exponential rate as x → −∞, it is not always true that near −∞ asupersolution is bigger than a true solution under a certain translation. Thus, Theorem 4.1 (iii)is highly non-trivial; its proof in [9] was based on an original idea of the authors of [39], with asimplification that avoids the use of degree theory.
 The purpose of this chapter is to remove the non-degeneracy condition f ′(0)f ′(1) 6= 0 made inTheorem 4.1 (iv); that is, we are mainly concerned with the degenerate case f ′(0)f ′(1) = 0. We shallalso introduce a number of new techniques. In terms of the differential equation (4.4), existence,uniqueness, and asymptotic stability of traveling waves have been established (cf. [21, 23, 26, 32]).Here we would like to extend the analogous result for (4.4) to (4.1). We summarize our results, forthe traveling wave problem (4.3), as follows.
 Theorem 4.2. Assume (A). Wave profiles of a given speed are unique up to a translation.
 Theorem 4.3. Assume (A). Any wave profile is monotonic; i.e. U ′ > 0 on R.
 Theorem 4.4. Assume (A). Any solution (c, U) of (4.3) satisfies (4.5) and
 limx→−∞
 U ′′(x)U ′(x)
 = λ, limx→−∞
 f(U(x))U ′(x)
 =
 c if λ = 0,
 f ′(0)/λ otherwise,
 limx→∞
 U ′′(x)U ′(x)
 = µ, limx→∞
 f(U(x))U ′(x)
 =
 c if µ = 0,
 f ′(1)/µ otherwise,
 where λ is a non-negative real root of the characteristic equation (4.6) and µ is the non-positive realroot of (4.7).
 In addition, λ is the smaller root when c > cmin and the larger root when c = cmin.
 Note that the root µ 6 0 to (4.7) is unique. In particular, µ = 0 when f ′(1) = 0. Also, λ = 0when f ′(0) = 0 and c > cmin; otherwise, λ > 0. Note also that when cmin > c∗, the characteristicequation (4.6) always has two positive real roots. To our knowledge, it is new in the literature that,
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 as a principle, λ is the larger root of the characteristic equation (4.6) when c = cmin > c∗, where c∗is as in (4.8).
 In [9], the following general system is considered
 ut(x, t) = g(u(x + 1, t))− 2g(u(x, t)) + g(u(x− 1, t)) + f(u(x, t))
 where g(·) is increasing. Under a variable change v = [g(u)− g(0)]/[g(1)− g(0)], the system can bere-written as
 h(v(x, t))vt(x, t) = v(x + 1, t) + v(x− 1, t)− 2v(x, t) + f(v(x, t)).
 Under assumptions that h ∈ C1 and h > 0 on [0, 1], all the analysis and results presented in thischapter apply to such an extended version.
 In one of his celebrated pioneer work in 1982, Weinberger [35] studied the long time (as n →∞)behavior and the existence of plannar traveling waves for fully discrete Fisher’s type models of theform, for un := un
 j j∈H ,
 un+1 − un = Q[un], n = 0, 1, 2, · · · ,
 where Q is a translation invariant (e.g., autonomous) non-linear operator and typical examples ofH are H = Rm and H = Zm (m > 1). In particular, for each unit vector ξ there exists a constantc∗(ξ) (the minimal wave speed) such that c∗(ξ) is the asymptotic propagation speed for arbitrarilyinitial disturbance. After deriving a lower and an upper bounds for c∗(ξ), the author established theexistence of plannar traveling wave with speed c for any c ≥ c∗(ξ), and non-existence for c < c∗(ξ).While Weinberger established striking results for an extremely general fully discrete monostabledynamics, here by contrast, we focus our attention only on a one dimensional semi-discrete (i.e.,continuous in time) version (4.1) or (4.2). Our main concern in this chapter is (1) the uniquenessand asymptotic behavior (as x →∞) of the traveling waves and (2) the highly non-trivial extensionof the current knowledge on non-degenerate monostable dynamics to its degenerate case, i.e., tothe case f ′(0)f ′(1) = 0. That is to say, our work extends that of Weingerber’s pioneer systematicanalysis in two directions: firstly from the fully discrete version to semi-discrete version and secondlyfrom non-degenerate steady states to general degenerate and/or non-degenerate steady states.
 In the higher space dimensional case, the dynamics
 ut(x, t) =m∑
 i,j=1
 aij∂2u(x, t)∂xi∂xj
 + f(u(x, t)), x ∈ Rm, t > 0,
 where (aij)m×m is a positive definite matrix, exhibits a variety of interesting wave phenomena; see,for example, Hamel and Nadirashvili [18], Berestycki and Larrouturou [6], and the reference therein.A two dimensional analog of (4.1) takes the form
 uij = a[ui+1,j + ui−1,j ] + b[ui,j+1 + ui,j−1] + F (uij), i, j ∈ Z,
 where a, b are positive constants. Here a planar traveling wave refers to a solution of the formuij(t) = U(i cos θ + j sin θ + ct) for all i, j ∈ Z and t ∈ R, where (cos θ, sin θ) is the wave directionand c = c(θ) is the wave speed. Note that U ∈ C1(R) satisfies
 cU ′(ξ) = a[U(ξ + cos θ) + U(ξ − cos θ)] + b[U(ξ + sin θ) + U(ξ − sin θ)] + F (U(ξ)).

Page 217
                        

4.1. OVERVIEW 211
 In this direction, we refer the reader to Chen [7], Chow, Mallet-Paret and Shen [10, 11] and Mallet-Paret [24, 25] for the bistable case and Shen [29, 30] for the bistable time almost periodic case.Clearly, our traveling wave problem is only the special case of |θ| = π
 4 . We expect that our resultsand methods can be extended in a great extent to this new problem.
 We remark that limit, as a 0, of the bistable non-linearity f(u) = u(1 − u)(u − a) isthe degenerate monostable non-linearity f(u) = u2(1 − u). The limiting process is continuous inthe sense that the unique (modulo the translation invariance) traveling wave for the bistable non-linearity approaches the unique minimum wave speed traveling wave for the degenerate monostablenonlinearity. The limiting process is not continuous in the sense that for the bistable case there isonly one traveling wave, whereas for the monostable case, there are infinitely many traveling waves.We would like to point out that many tools that work for the bistable case do not work here for themonostable case; for example, in general the tools used for the construction of super-solutions in thebistable case do not work for the monostable case. Exaggerating a little bit, one may say that thebistable dynamics and monstable dynamics are different, so are many of the mathematical tools tostudy them.
 Now we briefly discuss our analysis towards our main results. The proof of uniqueness (Theo-rem 4.2) relies on the monotonicity (Theorem 4.3) and the detailed asymptotic behavior (Theorem4.4) of wave profiles. Two new techniques are specifically developed here to study the uniquenessof traveling waves of monostable dynamics. One of them, which we call magnification and is orig-inated from [9], is to magnify appropriately the difference between two wave profiles U and V by(for the purpose of demonstration only, considering the case c > cmin)
 W (ξ, x) =∫ U(x+ξ)
 V (x)
 ds
 f(s).
 Such a magnification has a special property limx→−∞Wx(ξ, x) = 0 for any ξ ∈ R and a generalproperty inf(ξ,x)∈R2 Wξ(ξ, x) > 0. From a basic comparison (for monotonic profiles) which says thatif U > V on [a − 1, a) ∪ (b, b + 1] then U > V on [a, b], these two properties prohibit W fromany oscillations with non-vanishing magnitude as x → −∞; namely, there exists limx→−∞W (ξ, x)(which maybe infinite). Consequently, any two wave profiles are ordered near −∞; see §4 for moredetails. An additional advantage of this magnification is that limx→−∞W (ξ, x) exists even if V ismerely a sub or a super solution. This fact will be used in §5 to find asymptotic expansions of waveprofiles.
 The other technique, which we call compression, is developed to include the treatment of thedegenerate case f ′(1) = 0. Traditionally near ∞ one uses minU + ε, 1 as a supersolution whichworks for both monostable and bistable dynamics but needs the assumption that f ′ 6 0 on [1− δ, 1]for some δ > 0. To deal with the general case, we use the following compression to obtain (local)supersolutions:
 Z(`, x) = U([1 + `]x), x À 1, ` ∈ (0, 1].
 The asymptotic behavior of wave profiles implies that Z approaches 1 as x → ∞ at a rate fasterthan any wave profile. With a limiting ` 0 process, we can show that near ∞, one wave profile isalways bigger than a certain translation of any other wave profile.
 The asymptotic behavior (4.5) follows from an analysis similar to that in [9]. After a thorough
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 re-investigation of the method used in [9], we found that the method in [9] can be rephrased intothe following quite fundamental theory.
 Theorem 4.5. Let c > 0 be a constant and B(·) be a continuous function having finite B(±∞) :=limx→±∞B(x). Let z(·) be a measurable function satisfying
 c z(x) = eR x+1
 xz(s)ds + e−
 R xx−1 z(s)ds + B(x) ∀x ∈ R. (4.9)
 Then z is uniformly continuous and bounded. In addition, ω± = limx→±∞ z(x) exist and are realroots of the characteristic equation c ω = eω + e−ω + B(±∞).
 Note that each of z = U ′/U,U ′/(U − 1) and U ′′/U ′ satisfies an equation of the form (4.9).This theory provides a powerful tool to study the asymptotic behavior, as x → ±∞, of positivesolutions of a variety of semi-linear finite difference-differential equations. In particular, once themonotonicity U ′ > 0 is shown, z = U ′′/U ′ is then well-defined and all the limits stated in Theorem4.4 follow immediately from the theory.
 Now the focus is shifted to show the monotonicity of U . In the non-degenerate case, µ < 0 < λ,so that (4.5) and a comparison between U(x+h) and U(x) on a compact interval imply that U ′ > 0on R. In the degenerate case, λµ = 0, so (4.5) is not sufficient for such an argument. We shalldevelop a blow-up technique, showing that U ′ > 0 on a sequence of intervals [ξi − 1, ξi + 1] oftwo unit length, where limi→±∞ ξi = ±∞. Then we develop a modified sliding method whichenables us to compare U(x + h) and U(x) on any finite interval [ξi − 1, ξj + 1] (i < j) to prove themonotonicity result.
 For a solution of (4.2) or (4.4) with initial value u(x, 0), its long time behavior (e.g. approachinga traveling wave) depends on the asymptotic behavior of u(x, 0) as x → −∞, i.e. tails of whichwave profile U(x) that u(·, 0) resembles; see, for example, [5, 8] and the references therein. For thispurpose, we shall also provide asymptotic expansions, accurate enough to capture the translationdifference of wave profiles near ±∞. In particular, under the condition that f(u) = f ′(0)u+O(u1+α)for some α > 0 and all small u, we show the following:
 (i) If c = cmin and the larger root λ of (4.6) is not a double root, then for some x0 ∈ R
 limx→−∞
 e−λxU(x + x0) = 1. (4.10)
 (ii) If c = cmin and λ is a double root, then for some x0 ∈ R
 either limx→−∞
 U(x + x0)|x|eλx
 = 1 or limx→−∞
 U(x + x0)eλx
 = 1. (4.11)
 (iii) If c > cmin and f ′(0) > 0, then (4.10) holds for some x0 ∈ R with λ the smaller root of
 (4.6).
 Note that λ > 0 in all these cases, so, as we expected from (4.5), that U(x) decays to zeroexponentially fast as x → −∞. Earlier results (e.g. [8, 17, 19, 39]) on this matter depend on theconstruction of global sub and supersolution pairs that sandwich a wave profile. Such a constructionis possible for all large wave speeds for general f and for all non-minimum wave speeds when
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 f(s) 6 f ′(0)s for all s ∈ [0, 1]. We remark that the stability (which implies uniqueness) result in[8] was established under the assumption (4.10). By proving (4.10), the result in [8] then impliesthat any solution of (4.2) approaches, as t →∞, a traveling wave of speed c (> cmin) if u(·, 0) takesvalues on [0, 1] and
 limx→−∞
 e−λxu(x, 0) = 1, lim infx→∞
 u(x, 0) > 0.
 On the other hand, λ = 0 when f ′(0) = 0 and c > cmin, so from (4.5), an exponential decay isimpossible and an algebraic decay is to be expected (cf. [21, 23, 26, 32] for (4.4)). Indeed, undercertain additional assumptions (cf. (B1) in §5) we show the following:
 (iv) If c > cmin and f ′(0) = 0, then for some x0 ∈ R
 limx→−∞
 ∫ U(x)
 1/2
 ds
 f(s)[1 + f ′(s)/c2]− x + x0
 c
 = 0. (4.12)
 For example, when f(u) = κu2(1− u)p (κ > 0, p ≥ 1), the above limit yields
 U(x) =c
 κ[|x| − x0 + o(1)] + (pc− 2κ/c) ln |x| as x → −∞.
 The asymptotic expansion of U(x) as x →∞ can be treated similarly. Indeed,
 limx→∞
 ∫ U(x)
 1/2
 ds
 f(s)[1 + f ′(s)/c2]− x + x0
 ν
 = 0,
 for some x0 ∈ R, where ν = c if f ′(1) = 0 and ν = f ′(1)/µ if f ′(1) < 0. Since this limiting behaviorhas nothing to do with the condition needed on the initial data for the long time behavior of solutionsof (4.2), we choose to omit the details here.
 This chapter is organized as follows. In §2, we present an existence result established in [9].In §3, we derive the asymptotic behavior of wave profiles near ±∞ and prove Theorem 4.4. A keyresult toward the proof Theorem 4.4, e.g. the case when B is a constant is presented in §4. Themonotonicity of wave profiles (Theorem 4.3) is proven in §5, by using the method of sliding anda new blow-up technique. In §6, the uniqueness of traveling waves is established. Finally in §7,we construct suitable local super/sub solutions to verify our asymptotic expansions of wave profilesnear x = ±∞.
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214 CHAPTER 4. TRAVELING WAVE ON LATTICE
 4.2 Existence of Traveling Waves
 This section is concerned with the existence of traveling waves to an infinite ODE system
 uj = g(uj+1) + g(uj−1)− 2g(uj) + f(uj), j ∈ Z,
 where g is increasing and f monostable. As an extension of (4.1), this is a discrete version of thequasilinear parabolic equation
 ut = (g(u))xx + f(u).
 When g = u and f = u(1− u), this equation is known as the Fisher’s equation [15] or Kolmogorov,Petrovsky and Piskunov (KPP) equation [22], and has been extensively studied. The case g = um
 (m > 1) arises naturally from the study of diffusion in porous medium [27, 2, 28]. The discreteversion came directly from many biological models, see for example, [33].
 A solution uj(·)j∈Z is called a traveling wave of speed c if uj(0) = uj−1(1/c) for all j ∈ Z.We look for traveling waves connecting the steady states 0 and 1. Define U by
 U(j + ct) = uj(t) ∀ j ∈ Z, t ∈ [0, 1/c).
 Then U ∈ C1(R; [0, 1]) and (c, U) satisfies
 c U ′ = D2[g(U)] + f(U) on R,
 U(−∞) = 0, U(∞) = 1, 0 ≤ U(·) ≤ 1 on R.(4.13)
 Here and in the sequel,
 D2[φ](x) := φ(x + 1) + φ(x− 1)− 2φ(x).
 We shall establish the existence of traveling waves under the following:
 (B) f and g are Lipschitzian, g strictly increasing, and f(0) = f(1) = 0 < f(s) ∀ s ∈ (0, 1).
 Theorem 4.6. Assume (B). Then there exists cmin > 0 such that (4.13) admits a solution if andonly if c ≥ cmin. In addition, if there exists a supersolution for a wave speed c∗, then cmin ≤ c∗.
 Here, by a supersolution, it means the following:
 Definition 4.1. A non–constant continuous function ψ from R to [0, 1] is called a supersolutionfor a wave speed c > 0 if ψ(∞) = 1 and for some µ > ‖f ′‖L∞((0,1)) + ‖2g′‖L∞([0,1]),
 ψ(x) ≥ T[ψ](x) :=∫ 0
 −∞eµs
 D2[g(ψ)] + f(ψ) + µψ
 (x + cs) ds ∀x ∈ R. (4.14)
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 Here µ is introduced to (i) make the integral convergent, and (ii) ensure that W [φ] := D2[g(φ)+f(φ) + µφ is monotonic in φ. A sufficient condition for (4.14) for a Lipschitz continuous function ψ
 is the differential inequality
 c ψ′ > D2[g(ψ)] + f(ψ) on R. (4.15)
 Indeed, (4.14) follows by integration over (−∞, x) with an integrating factor eµx/c.We use a key idea, with significant simplification, from Zinner–Harris–Hudson [39] who ap-
 proximate traveling waves by solutions to an initial boundary value problem. Also we use a sub-supersolution method by Wu-Zou [36] and recently by Fu-Guo-Shieh [17], and Chen-Guo [8].
 The sub-supersolution method iterates (4.14) (with equal sign) from a sub-supersolution set.The homotopy method in [39] uses a degree theory and relies only on the existence of a supersolution.Though it is not difficult to construct subsolutions, the results obtained from these two methodscan be very different, since the sub-supersolution method requires supersolutions be bigger thansubsolutions. For example, suppose (c, U) is a traveling wave with U ′ > 0. Then U is a supersolutionfor any wave speed c > c. Consequently, the homotopy method gives the existence of a travelingwave for any wave speed c > c. This argument cannot be used by the sub-supersolution methodsince the wave profile U for c decays slower than U , and hence there is no subsolution φ− such that(φ−, U) is a sub-supersolution set bounding U . The key for the success of the homotopy method andalso the existence of a minimum speed cmin, as we observed, lies in the fact that on the phase plane,if we write U ′ = P (c, U), then P is monotonic in c; for the continuum model, see Fife-McLeod [16],Uchiyama [34] and the references therein.
 The method [9] to be presented below is simpler and more elementary than that of [39]. Inparticular, the use of a degree theory in [39] is replaced by a monotonic iteration used in [8], andthe construction of a sub-supersolution set in [36, 17, 8] is avoided.
 1. A Truncated Problem
 Let unn∈N be a given sequence of real numbers in (0, 1] such that limn→∞ un = 1. We consider,for each integer n > 0,
 cU ′(x) = g(U(x + 1)) + g(U(x− 1))− 2g(U(x)) + fn(U(x)) ∀x ∈ [−n, n] (4.16)
 where, for the given sequence unn∈N,
 fn(u) := minf(u), f(u + [1− un]) ∀u ∈ [0, un].
 Note that fn(un) = 0, ‖f ′n‖L∞((0,un)) ≤ ‖f ′‖L∞((0,1)). In addition
 0 < fn(u) 6 f(u) ∀u ∈ (0, un), limn→∞
 fn(u) = f(u) ∀u ∈ (0, 1).
 Since the valuation of D2[g(U)] requires the value of U outside of [−n, n], we supply the following“boundary condition”:
 U = un in (n,∞), U = ε in (−∞,−n].
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 Here ε ∈ [0, un] is a number to be chosen later such that U(0) is away from 0 and 1, say, 1/2. Forconvenience, we extend a function U ∈ C([−n, n]; [ε, un]) over R by the projection
 Pε,n[U ](x) =
 ε if x < −n,U(x) if x ∈ [−n, n],un if x > n.
 In [39, 17], the freedom of ε is eliminated by directly requiring U(0) = 1/2 and hence theproblem becomes very difficult to solve and a degree theory is employed. Also the replacement of f
 by fn and the range [ε, 1] by [ε, un] is a simplification of the author over the original proof in [9].A weak formulation of (4.16) is a fixed point of the following:
 U(x) = Tε,n[U ](x) := ε−(x+n)µ/c +∫ x
 −n
 eµ(y−x)/cWε,n[U ](y) dy ∀x ∈ [−n, n]
 where
 Wε,n[U ] = D2[g(Pε,n[U ])] + fn(U) + µU.
 Note that a change of variable y = z + x gives
 Tε,n[U ](x) := ε +1c
 ∫ 0
 −n−x
 eµz/c
 Wε,n[U ](z + x)− µε
 dz ∀x ∈ [−n, n].
 Lemma 4.1. Given n ∈ N and ε ∈ [0, un), there exists a unique Uε,n ∈ C([−n, n]; [ε, un]) satisfyingUε,n = Tε,n[Uε,n] on [−n, n]. Also Uε,n is continuous and increasing in ε ∈ [0, un) and x ∈ (−∞, n].
 Proof. Using the definition of µ, one can verify that Tε,n is a monotonic operator:
 ε1 6 φ1 6 φ2 6 un1 =⇒ ε1 6 Tε,n[φ1] 6 Tε,n[φ2] 6 un1. (4.17)
 Set U0 = ε1 and Uj = Tε,n[Uj−1] for all j ∈ N. Then Uj∞j=0 is a bounded, equicontinuous,and increasing sequence, and therefore, approaches uniformly to a continuous limit, say, U∗. Onecan verify that U∗ is a fixed point of Tε,n. Note that
 U(x) ≥ T[ε1](x) = ε +fn(ε)
 c
 ∫ x
 −n
 eµ(y−x)/xdy > ε ∀x ∈ (−n, n].
 For uniqueness, let U ∈ C([−n, n]; [ε, un]) be another fixed point of Tε,n. Then U ≥ ε1 soU = Tj
 ε,n[U∗] ≥ Tjε,n[ε1] = Uj . Sending j →∞ gives U > U∗. Now define
 ξ := infη ∈ [0, 2n] | U∗(·+ y) ≥ U(·) in [−n, n− y] ∀y ∈ [η, 2n].
 With y = 2n, [−n, n−y] = [−n,−n] and U∗(−n+y) = U∗(n) > ε = U(−n), so ξ is well-definedand by continuity, ξ ∈ [0, 2n). We claim that ξ = 0. Suppose not. Then ξ > 0 and there existsx ∈ [−n, n− ξ] ⊂ [−n, n] such that U∗(x + ξ) = U(x). However,
 U∗(x + ξ)− U∗(x) =1c
 ∫ 0
 −n−x
 eµz/c
 Wε,n[U∗](x + ξ + z)−Wε,n[U ](x + z)
 dz
 +1c
 ∫ −n−x
 −x−n−ξ
 eµz/c
 Wε,n[U∗](x + ξ + z)− µε
 dz > 0.
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 This contradicts the assumption that U∗(x + ξ) = U∗(x). Hence, ξ = 0 and U∗ ≡ U .Denote the unique solution by Uε,n. Then ξ = 0 implies that Uε,n(·+y) ≥ Uε,n(·) for all y ≥ 0.
 The uniqueness of solution implies that Uε,n depends on ε continuously. Finally, the constructionof U∗ implies Uε1,n ≤ Uε2,n if 0 ≤ ε1 < ε2 < un. The proof is then completed after using themonotonicity of Wε,n[·] to derive
 Uε2,n(x)− Uε1,n(x) ≥ (ε2 − ε1)e−µ(x+n)/c ∀x ∈ [0, n].
 The Role of A Supersolution
 To extract useful limit from convergent subsequence of Uε,n, we need to make sure the limit isnon-trivial; i.e., away from 0 and 1. It suffices for Uε,n(0) to be away from zero and one.
 To make sure Uε,n(0) is away from zero, usually one constructs a subsolution to push Uε,n up;here we simply move ε up, since Uε,n(0) > ε.
 To make sure Uε,n(0) is away from one, the best we can do is setting ε = 0. To guarantee thatthis extreme case will work, we need a super solution to bound U0,n from top.
 Lemma 4.2. Assume that there exists a super solution ψ with ψ(0) ∈ (0, 1). Set
 un = minψ(x) | x ≥ n ∀n ∈ N.
 Then for each large n, there exists εn ∈ (0, un) such that Uε(n),n(0) = ψ(0).
 Proof. Since ψ(∞) = 1, there exists N > 0 such that uN > ψ(0). For each n ≥ N , considerthe function U ·,n(0). It is a strictly monotonic continuous function of ε ∈ [0, un).
 When ε = ψ(0), Uε ≥ ε1 on [−n, n] so Uψ(0),n(0) ≥ ψ(0).When ε = 0, we use the fact that ψ is a supersolution to conclude that for every x ∈ [−n, n]
 ψ(x) ≥ T[ψ](x) ≥ 1c
 ∫ x
 −n
 eµ(y−x)/cW0,n[ψ](y)dy = T0,n[ψ](x)
 since f ≥ fn and ψ(y) ≥ un for y ≥ n. Thus, ψ ≥ Tj0,n[ψ] ≥ Tj
 0,n[0] for every j ∈ N. Sending j →∞we conclude that ψ > U0,n. Thus, there exists a unique ε ∈ [0, ψ(0)] such that Uε(n),n(0) = ψ(0).
 The Limit Process
 Now consider the family of increasing functions Uε(n),n(·)n>N on R. We can extract a subsequence,Uε(ni),ni(·)∞i=1, such that as i →∞, ni →∞ and, for some non–decreasing function U : R→ [0, 1],Uε(ni),ni(·) → U(·), uniformly in any compact subset of R. Clearly, U(0) = ψ(0). Also, usingUε(n),n = Tε(n),n[Uε(n),n] and the dominated convergence theorem, we derive that
 U(x) = T[U ](x) :=1c
 ∫ x
 −∞eµ(y−x)/cW [U ](y) dy =
 ∫ 0
 −∞eµsW [U ](x + cs)ds ∀x ∈ R.
 This implies that U ∈ C1(R) and U satisfies the differential equation in (4.13). As U is non–increasing, U(±∞) exist. Sending x in U = T[U ] to ±∞ gives
 U(±∞) =∫ 0
 −∞e−µsµU(±∞) + f(U(±∞)) ds = U(±∞) +
 1µ
 f(U(±∞).

Page 224
                        

218 CHAPTER 4. TRAVELING WAVE ON LATTICE
 Thus f(U(±∞)) = 0. Since 0 ≤ U ≤ 1 and U(0) = ψ(0) ∈ (0, 1), we must have U(∞) = 0 andU(−∞) = 1.
 Finally differentiating U = T[U ] and using U ′ ≥ 0 we see that U ′ > 0 on R. Hence, we havethe following:
 Lemma 4.3. If (4.13) admits a supersolution, then it admits a solution U satisfying U ′ > 0.
 Proof of Theorem 4.6
 Lemma 4.4. The function ψ(x) := minex, 1 is a supersolution for all sufficiently large c. Conse-quently, (4.13) admits a monotonic solution U for each sufficiently large c.
 Proof. Since f and g are Lipschitz continuous, (4.15) holds for all large c.
 Lemma 4.5. Let cmin := infc > 0 | (4.13) admits a solution. Then cmin is positive and
 cmin >max0<a<1
 mina≤s≤1[g(1)− g(s)]f(s) + [g(s)− g(a)]2
 ∫ 1
 0[g(1)− g(s)]ds
 .
 Proof. Suppose (c, U) solves (4.13). We can assume, by Lemma 4.3, that U ′ > 0 on R.Integrating cU ′ = D2[g(U)] + f(U) over [−M, M ] and sending M →∞ we obtain
 c =∫
 Rf(U(x))dx =
 ∫
 R|f(U(x))|dx.
 Next integrating cU ′ − f(U)g(1) − g(U) = D2[g(U)]g(1) − g(U) over [−M,M ] and sendingM →∞, one obtains
 c
 ∫ 1
 0
 [g(1)− g(s)]ds−∫
 R[g(1)− g(U)]f(U)dx
 = limM→∞
 ∫ M
 −M
 [g(1)− g(U(x))][g(U(x + 1))− g(U(x))]dx
 −∫ M
 −M
 [g(1)− g(U(x))][g(U(x)− g(U(x− 1))]dx
 =∫
 R[g(U(x))− g(U(x− 1))]2dx.
 Fix a ∈ (0, 1). Let x0 be such that U(x0) = a. Then U(x − 1) ≤ a for all x ∈ [x0, x0 + 1], sothat
 c
 ∫ 1
 0
 [g(1)− g(s)] ds =∫
 R(g(1)− g(U))f(U) dx +
 ∫
 R
 g(U(x))− g(U(x− 1))
 2
 dx
 ≥∫ x0+1
 x0
 (g(1)− g(U))f(U) + [g(U)− g(a)]2
 dx
 ≥ mina≤s≤1
 [g(1)− g(s)]f(s) + [g(s)− g(a)]2
 ,
 The estimate for cmin thus follows by taking the maximum over a and the infimum over c.
 Lemma 4.6. For each c ≥ cmin, (4.13) admits a solution U satisfying U ′(·) > 0 on R.
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 Proof. Let ci, Ui∞i=1 be a sequence of solutions to (4.13) such that ci → cmin as i → ∞. Wecan assume that U ′
 i ≥ 0 and Ui(0) = 1/2 for all i. Since cmin > 0, from the equation we see thatU ′
 i is uniformly bounded.. Then along a subsequence, Ui converges to a limit, say Umin, which isa non-decreasing fixed point of T with c = cmin. Same proof as before we conclude that (cmin, Umin)is a solution to (4.13) with c = cmin. In addition U ′
 min > 0.Now for every c > cmin, Umin is a super solution to the traveling wave problem of speed c, so
 there is a traveling wave of speed c. This complete the proof of Theorem 4.6.
 Exercise 4.1. (Properties of Supersolutions) Assume (B) and that µ > ‖f ′ − 2g′‖L∞((0,1)).
 1. Show that if ψ ∈ C1(R; [0, 1]) satisfies (4.15), then it satisfies (4.14).
 2. Suppose ψ ∈ C(R; [0, 1]) satisfies (4.14), c > 0, and ψ 6≡ 0. Show that ψ > 0 in R andψ(∞) = 1.
 Exercise 4.2. Show that if U ∈ C([−n, n]; [ε, un]) slves U = Tε,n[U ], then the extension U := Pε,nU
 solves (4.16). In addition, U ∈ C((−∞, n]) ∩ C1((−n, n − 1) ∪ (n − 1, n)). Furthermore, U(n) <
 un = U(n + 0).
 Exercise 4.3. When g is linear and f(u) ≤ mu for all u ∈ [0, 1], show that for each r > 0,ψ = min1, erx, is a supersolution of wave speed c = g′(0)[er + e−r − 2] + m/r. Consequently,
 cmin ≤ minr>0
 g′(0)[er + e−r − 2] + m
 r.
 Exercise 4.4. Verify (4.17).
 Exercise 4.5. Let fi(·), gi(·)∞i=1 be a sequence of continuous functions on [0, 1] such that, uniformlyon [0, 1], limi→∞(ci, fi, gi) = (c, f, g) where c > 0. Suppose for each i, (4.13) with (c, f, g) replacedby (ci, fi, gi) admits a solution Ui. Show that (4.13) itself also admits a solution U .
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 4.3 Asymptotic Behavior of Wave Profiles Near x = ±∞In the sequel, the assumption (A) is always assumed. We consider the case g(u) = u.
 The idea in [9]
 The most important technique developed in [9] can be presented as follows. Suppose that thefollowing quantities
 ρ(x) :=U ′(x)U(x)
 , σ(x) :=U ′(x)
 U(x)− 1, χ(x) :=
 U ′′(x)U ′(x)
 are well-defined. This is the case, if U > 0, U < 1, and U ′ > 0 for ρ, σ, and χ, respectively. Theneach of them satisfies an equation of the form (4.9), where B(·) is a continuous function havinglimx→±∞B(x) =: B(±∞). For any positive constant m, we set
 v(x) = emx+R x0 z(s)ds.
 Thenc v′(x) = [cm + B(x)]v(x) + e−mv(x + 1) + emv(x− 1).
 Assume that c > 0. We take a specific m = ‖B(x)‖L∞(R)/c. Then v′(x) ≥ 0. Consequently,
 c v(x)− c v(x− 1/2) >
 ∫ x
 x−1/2
 e−mv(s + 1)ds > 12v(x + 1/2)e−m.
 This implies that v(x) > v(x + 1/2)/(2cem) > v(x + 1)/(2cem)2. Therefore,
 eR x+1
 xz(s)ds =
 v(x + 1)e−m
 v(x)6 4c2em, e−
 R xx−1 z(s)ds =
 emv(x− 1)v(x)
 6 em,
 and so
 −m < z(x) < m + 4cem + em/c ∀x ∈ R, m := ‖B‖L∞(R)/c. (4.18)
 The uniform boundedness of z implies that z is uniformly continuous. Hence, for any unboundedsequence xi, z(xi+·) is a bounded and equi-continuous family. Along a subsequence, it convergesto a limit r, uniformly in any compact subset of R. In addition, r satisfies the fundamentalequation
 c r(x) = eR x+1
 xr(s) ds + e
 R x−1x
 r(s) ds + b ∀x ∈ R (4.19)
 where b = B(∞) if limi→∞ xi = ∞ and b = B(−∞) if limi→∞ xi = −∞. For the fundamentalequation, Chen and Guo established in [9] the following key result.
 Theorem 4.7. Let c > 0, b ∈ R and P (ω) = cω − eω − e−ω − b. Consider (4.19).(1) When P (ω) = 0 has no real root, there is no solution.(2) When P (ω) = 0 has only one real root λ, r ≡ λ is the only solution.(3) When P (ω) = 0 has two real roots λ, Λ (λ < Λ), every solution can be written as
 r(x) =u′(x)u(x)
 , u(x) = θeλx + (1− θ)eΛx, θ ∈ [0, 1].
 In particular, any nonconstant solution satisfies r′ > 0, r(−∞) = λ, and r(∞) = Λ.
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 A full proof of this result will be presented in the next section.
 Proof of Theorem 4.5. We need consider only the case when the characteristic equation hastwo real roots. For this, let λ and Λ be the roots where λ < Λ. Suppose limx→−∞ z(x) does notexist. Then there exist ω 6∈ λ, Λ and a sequence xi satisfying limi→−∞ xi = −∞, z(xi) = ω
 and z′(xi) 6 0 for all i. Since z(xi + ·) is uniformly bounded and equi-continuous, a subsequenceconverges to a limit r which solves (4.19) with b = B(−∞). In addition, by the definition of r, wehave r(0) = ω and r′(0) 6 0. But from Theorem 4.7, there are no such kind of solutions. Hence,limx→−∞ z(x) exists and is one of the two roots to the characteristic equation. Similarly, one canshow that limx→∞ z(x) exists.
 Remark 4.1. (i) By working on the function z(x) := −z(−x) the assertion of the Theorem remains
 unchanged when c < 0.
 (ii) Theorem 4.5 extends to a more general equation
 z(x) = a1(x)eR x+1
 xz(s)ds + a2(x)e−
 R xx−1 z(s)ds + B(x)
 where a1 and a2 are continuous positive functions having limits
 a± := limx→±∞
 a1(x) = limx→±∞
 a2(x) > 0.
 (iii) Theorem 4.5 also extends to the case when z is a continuous function defined on [−1,∞)(or (−∞, 1]) and satisfies (4.9) on [0,∞) (or (−∞, 0]). The conclusion is that limx→∞ z(x) (orlimx→−∞ z(x)) exists and is the root of the characteristic equation.
 The asymptotic behavior.
 Now we establish the limits stated in Theorem 4.4.
 1. We begin with the limits in (4.5). First we show that U > 0. Suppose on the contrary thereexists y ∈ R such that U(y) = 0. Then it is a global minimum so that U ′(y) = 0 and from theequation in (4.3), U(y + 1) + U(y − 1) = 0 which implies that U(y ± 1) = 0. An induction givesU(y + k) = 0 for all k ∈ Z, contradicting U(∞) = 1. Thus, U > 0. Similarly, U < 1. Once we know0 < U < 1, we can define
 ρ(x) :=U ′(x)U(x)
 ⇒∫ x+1
 x
 ρ(z)dz = lnU(x + 1)
 U(x),
 σ(x) :=U ′(x)
 U(x)− 1⇒
 ∫ x+1
 x
 σ(z)dz = lnU(x + 1)− 1
 U(x)− 1.
 Diving the ode in (4.3) by U and U − 1 respectively we obtain
 cρ(x) = eR x+1
 xρ(z)dz + e
 R x−1x
 ρ(z)dz − 2 + B1(x),
 cσ(x) = eR x+1
 xσ(s) ds + e
 R x−1x
 σ(s) ds − 2 + B2(x),
 where B1(x) = f(U(x))/U(x) and B2(x) = f(U(x))/[U(x)− 1]. Since U(−∞) = 0 and U(∞) = 1,we see that B1(−∞) = f ′(0), B1(∞) = 0, B2(−∞) = 0, and B2(∞) = f ′(1). The limits in (4.5)thus follow from Theorem 4.5.
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 2. Next, we establish the remaining limits stated in Theorem 4.4. Here we shall use the factU ′ > 0, to be proven in the next section. Differentiating the ode in (4.3) with respect to x we have
 cU ′′(x) = U ′(x + 1) + U ′(x− 1) + [f ′(U(x))− 2]U ′(x).
 Define
 χ(x) :=U ′′(x)U ′(x)
 ⇒∫ x+1
 x
 χ(z)dz = lnU ′(x + 1)
 U ′(x).
 Then
 c χ(x) = eR x+1
 xχ(z)dz + e−
 R xx−1 χ(z)dz + f ′(U(x))− 2 ∀x ∈ R.
 The stated limits for χ in Theorem 4.4 thus follows from Theorem 4.5 and L’Hopital’s rule.
 3. Finally, the limits of f(U(x))/U ′(x) as x → ±∞ are obtained by using the limits of χ andthe identity
 f(U(x))U ′(x)
 = c− [U(x + 1)− U(x)]− [U(x)− U(x− 1)]U ′(x)
 = c−∫ 1
 0
 eR x+z
 xχ(s)ds − e−
 R xx−z
 χ(s)ds
 dz.
 In the next two subsections, we show the additional part of Theorem 4.4; namely, we show thatλ is the smaller real root to the characteristic equation (4.6) when c > cmin and the larger root whenc = cmin.
 The characteristic values of non-minimum speed waves
 Lemma 4.7. If (c, U) is a traveling wave of speed c > cmin, then the characteristic equation cλ =eλ + e−λ − 2 + f ′(0) has two different real roots and λ := limx→−∞ U ′(x)/U(x) is the smaller root.In particular, when f ′(0) = 0, limx→−∞ U ′(x)/U(x) = 0.
 Proof. Recall from Theorem 2 of [9] that cmin > c∗, where
 c∗ := minz>0
 ez + e−z − 2 + f ′(0)z
 .
 Hence cminz = ez + e−z − 2 + f ′(0) always has a root. This implies that c z = ez + e−z − 2 + f ′(0)has exactly two roots, which we denote by λ(c) and Λ(c) with λ(c) < Λ(c), for c > cmin.
 Suppose on the contrary that limx→−∞ U ′(x)/U(x) = Λ(c). Let c ∈ (cmin, c) and (c, U) be atraveling wave of speed c. By (4.5), limx→−∞ U ′(x)/U(x) 6 Λ(c). Then
 limx→−∞
 d
 dx
 (ln
 U(x)U(x)
 )= lim
 x→−∞
 U ′(x)U(x)
 − U ′(x)U(x)
 6 Λ(c)− Λ(c) < 0,
 by the strictly monotonicity of Λ(c) in c. Thus, limx→−∞ ln[U(x)/U(x)] = ∞ and there existsM > 0 such that U(x) > U(x) for all x 6 −M . Similarly,
 limx→∞
 d
 dx
 ∫ U(x)
 U(x)
 ds
 f(s)
 = lim
 x→∞
 U ′(x)f(U(x))
 − U ′(x)f(U(x))
 =
 1/c− 1/c if f ′(1) = 0,[µ(c)− µ(c)]/f ′(1) if f ′(1) < 0.
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 This quantity is positive when f ′(1) = 0; so is the case when f ′(1) < 0 since the negative rootµ = µ(c) of cµ = eµ + e−µ − 2 + f ′(1) satisfies µ(c) < µ(c). Thus there exists M1 > 0 such thatU(x) > U(x) for all x > M1. In conclusion, U(·+ M1) > U(· −M).
 Now both u1(x, t) := U(x+M1 + ct) and u2(x, t) := U(x−M + ct) are solutions of (4.2). Sinceu1(·, 0) > u2(·, 0), the comparison principle for (4.2) implies u1(·, t) > u2(·, t) for all t > 0, which isimpossible since c > c. Thus, limx→−∞ U ′(x)/U(x) = λ(c).
 The asymptotic behavior of U stated in Theorem 4.4 immediately gives the following
 Corollary 4.1. Suppose (c1, U1) and (c2, U2) are two traveling waves where c1 < c2. Then thereexist a, b ∈ R such that
 U1 < U2 in (−∞, a), U1 > U2 in (b,∞).
 We remark that in the case of the differential equation c U ′ = U ′′ + f(U) one can take a = b
 to conclude that a smaller speed wave profile is steeper than a larger speed wave profile; namely, onthe phase plane (U,U ′), if one writes U ′ = P (c, U), then P (c1, s) > P (c2, s) for all s ∈ (0, 1) andc2 > c1 > cmin. For (4.3), we believe that this should also be the case.
 The characteristic value of minimum speed waves
 Lemma 4.8. If (cmin, U) is a wave of minimum speed, then Λ := limx→−∞ U ′(x)/U(x) is the largerroot (if there are two) of the characteristic equation cminz = ez + e−z − 2 + f ′(0).
 Proof. Notice that when cmin = c∗ (defined in (4.8)), the characteristic equation has only onereal root, so there is nothing to prove in this case. Hence we consider the case when cmin > c∗.We denote the smaller real root by λ and the larger root by Λ. We use a contradiction argumentby assuming that limx→−∞ U ′(x)/U(x) = λ. As we shall see, this will allow us to construct asuper-solution Φ of wave speed c for some c < cmin by joining an exponential function ψ defined on(−∞, 0] and another function φ defined on [0,∞) obtained from the wave profile U of speed cmin.We divide this construction into the following steps.
 1. Set ω = (λ + Λ)/2 and δ := cmin ω − eω − e−ω + 2 − f ′(0). Then δ > 0 since the functionP (z) := cmin z − ez − e−z + 2 − f ′(0) is concave and vanishes at λ and Λ. Also by translation, wecan assume that U(0) is so small that
 sup0<s6U(0)eω
 ∣∣∣f(s)s
 − f ′(0)∣∣∣ <
 δ
 2, sup
 x61
 U ′(x)U(x)
 < ω .
 Set ψ(x) = U(0)eωx. For every c ∈ [cmin − δ/(2ω), cmin],
 Lψ(x) := c ψ′(x)− ψ(x + 1)− ψ(x− 1) + 2ψ(x)− f(ψ(x))
 = ψ(x)
 c ω − eω − e−ω + 2− f(ψ(x))ψ(x)
 > 0 ∀x ≤ 1.
 2. Next, we construct φ(c, ·), to be used as the super-solution defined on [0,∞).For each c ∈ (0, cmin], consider the equation φ = Tcφ on R where
 Tcφ :=
 e−mx/cU(0) + c
 ∫ x
 0emz/cW [m,φ](z)dz if x > 0,
 U(x) if x < 0,
 W [m,φ](z) := φ(z + 1) + φ(z − 1) + [m− 2]φ(z) + f(φ(z)).
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 Following [9], a solution can be obtained as follows. Define φn∞n=0 by
 φ0(c, ·) ≡ 1, φn+1(c, ·) := Tcφn(c, ·) ∀n ∈ N.
 Note that Tc is a monotonic operator: ψ1 6 ψ2 ⇒ Tcψ1 6 Tcψ2. It follows that φn+1 6 φn 6 1.In addition, since
 c (emx/cU)′ − emx/cW [m,U ] = (c− cmin)U ′eµx/c 6 0,
 integrating this inequality over [0, x] gives U 6 TcU . This implies that φn > U for all n. Conse-quently, φ(c, ·) := limn→∞ φn exists and is a solution to φ = Tcφ. It is easy to see that U 6 φ < 1on [0,∞), φ(c, 0) = U(0), and
 c φ′(c, x) = φ(c, x + 1) + φ(c, x− 1)− 2φ(c, x) + f(φ(c, x)) ∀x > 0.
 This equation implies, for 0 < c1 < c2 6 cmin, that φ(c2, ·) 6 Tc1φ(c2, ·), so that φn(c1, ·) > φ(c2, ·)for all n and φ(c1, ·) > φ(c2, ·) on (0,∞). Following an idea in [9] or the technique for the uniquenessof U presented in this chapter (§4), one can further show that φ(c, ·) is unique. The uniqueness impliesthat φ(c, ·) is continuous in c and φ(cmin, ·) ≡ U . Therefore, limc→cmin φ(c, ·) = U in C1([0,∞)).This further implies that
 limc→cmin
 φ′(c, x)φ(c, x)
 =U ′(x)U(x)
 uniformly for x ∈ [0, 1].
 3. Now let c ∈ [cmin − δ/(2ω), cmin) be such that
 maxx∈[0,1]
 φ′(c, x)φ(c, x)
 < ω.
 We define
 Φ(x) =
 ψ(x) if x 6 0,φ(c, x) if x > 0.
 Since ψ(0) = U(0) = φ(c, 0) and
 ψ′(x)ψ(x)
 = ω >φ′(c, x)φ(c, x)
 ∀x ∈ (−∞, 0) ∪ (0, 1],
 φ < ψ in (0, 1] and ψ < φ ≡ U in (−∞, 0). That is,
 Φ = minφ , ψ on (−∞, 1].
 Consequently, considering separately x ∈ (−∞, 0), (0, 1] and (1,∞), we see that
 c Φ′(x) > Φ(x + 1) + Φ(x− 1)− 2Φ(x) + f(Φ(x)) ∀x ∈ (−∞, 0) ∪ (0,∞);
 that is, Φ is a super-solution of wave speed c.Thus, by Theorem 4.1 (iii), there is a traveling wave of speed c for some c < cmin, contradicting
 the minimality of cmin. This proves the lemma.
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 Exercise 4.6. Suppose f ′(·) 6 0 on [1−δ, 1] for some δ > 0. Give a constructive proof of Lemma 4.8by taking the explicit
 Φ(x) = [U(0) + ε]eωx ∀x 6 0, Φ(x) = U(x + ε− εe−kx) + ε ∀x > 0
 where 0 < ε ¿ ε ¿ U(0) ¿ 1 ¿ k.
 Exercise 4.7. Find all roots λ ∈ C to P (λ) = 0 where P (ω) = ω − eω − e−ω − b, b ∈ R.
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 4.4 The Fundamental Linear Equation
 This section is dedicated to the proof of Theorem 4.7. We consider a slightly more general equation
 a u′(x) + u(x + 1) + u(x− 1) + b u(x) = 0 ∀x ∈ R (4.20)
 where a and b are constants. For our application, we shall be interested only in positive solutions.Equation (4.20) has exact solutions of the form u = eλx if λ is a root to the characteristic
 equation
 P (a, b, λ) := λa + eλ + e−λ + b = 0 .
 As P (a, b, ·) is convex, there are at most two real characteristic values (roots).For a positive solution u, we can define r = u′/u. Then r satisfies
 a r(x) + eR x+1
 xr(y)dy + e
 R x−1x
 r(y)dy + b = 0 ∀x ∈ R. (4.21)
 Theorem 4.8. Assume a 6= 0 and let P (a, b, λ) := aλ + eλ + e−λ + b.(i) If P (a, b, ·) = 0 has no real roots, then (4.21) has no solution.(ii) If P (a, b, ·) = 0 has only one root Λ∗, then (4.21) has the only trivial solution r(·) ≡ Λ∗.(iii) If P (a, b, ·) = 0 has two real roots Λ1, Λ2 with Λ1 < Λ2, then all solutions to (4.21) are
 given by
 r(x) =θΛ1e
 Λ1x + (1− θ)Λ2eΛ2x
 θeΛ1x + (1− θ)eΛ2x, θ ∈ [0, 1].
 In particular, all non-constant solutions to (4.21) are strictly increasing.
 Remark 4.2. 1. The theorem asserts that all positive solutions to (4.20) are given by u = C1eΛ1x +
 C2eΛ2x. In the case (ii), u = xeΛ∗x is a solution to (4.20), but not positive; therefore, it will not be
 picked up by (4.21).2. P (a, b, ·) = 0 admits infinitely many complex roots, providing infinitely many oscillatory real
 solutions to (4.20). It is not the intention of this paper to study such solutions.
 Lemma 4.9. Suppose r(·) ∈ L1loc(R) solves (4.21) on R. Then r(·) ∈ L∞(R) ∩ C∞(R).
 Proof. Reversing the x-axis if necessary, we assume a > 0. Define v(x) = exp[µx +∫ x
 0r(y)dy]
 with µ = b/a. Then −av′(·) = v(· + 1)e−µ + v(· − 1)eµ > 0. Hence, v′ < 0 on R and v(∞) = 0.Integrating −a v′ over [x,M ] and sending M →∞ we obtain
 a v(x) =∫ ∞
 x
 v(y + 1)e−µ + v(y − 1)eµ dy > 12v(x− 1
 2 )eµ ∀x ∈ R
 since v(y − 1) ≥ v(x− 1/2) for all y ∈ [x, x + 1/2]. Thus, v(x− 1/2) ≤ 2ae−µv(x). Consequently,
 −a r(x) = b +e−µv(x + 1)
 v(x)+
 eµv(x− 1)v(x)
 ∈ [b, b + e−µ + 4a2e−µ] ∀x ∈ R.
 Thus r(·) ∈ L∞(R). A simple bootstrap argument on (4.21) gives r(·) ∈ C∞(R).
 Lemma 4.10. A solution to (4.21) that attains its global maximum or minimum must be a constantfunction.
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 Proof. The proof relies on a differentiation to (4.21):
 a r′(x) + r(x + 1)− r(x)A(x) + r(x− 1)− r(x)/A(x− 1) = 0 (A(x) := eR x+1
 xr(y) dy ). (4.22)
 First we consider the case when r(·) attains its global maximum, say, r∗ at 0. Then r′(0) = 0and (4.22) implies r(±1) = r∗. An induction gives r(j) = r∗ for all j ∈ Z. Thus, A(j)+1/A(j−1) =−a r∗ − b is independent of j. This implies that A(j)j∈Z is a monotonic sequence, and thereforeA± := limj→±∞A(j) exists. In addition, −a r∗ − b = A(j) + 1/A(j − 1) = A± + 1/A± for all j ∈ Z.
 Let xi∞i=1 be a sequence such that limi→∞ r(xi) = r∗ := infRr(·). Consider the familyr(xi + ·)∞i=1. This family is uniformly bounded and equicontinuous. Hence, we can extract asubsequence, which we still denote by r(xi + ·)∞i=1, such that for some r(·) ∈ C(R), limi→∞ r(xi +·) = r(·), uniformly in any compact subset of R. Then r(·) is a solution to (4.21) and r(0) = r∗ is aglobal minimum of r(·). A similar argument as above then shows that r(j) = r∗ for all j ∈ Z, thatA(j)j∈Z, where A(x) := e
 R x+1x
 r, is a monotonic sequence, and −a r∗ − b = A(j) + 1/A(j − 1) =A± + 1/A± where A± = limj→±∞ A(j).
 By taking a subsequence, we can assume that xi∞i=1 is bounded from either below or above.Suppose that xi∞i=1 is bounded from below, say, by −M . Since ln[A(j)] =
 ∫ j+1
 jr(y) dy →
 ln[A+] as j → ∞ and r(·) ∈ L∞(R), we have limz→∞ 1z
 ∫ x+z
 xr(y)dy = ln[A+] uniformly in x ∈
 [−M,∞). Hence,
 ln[A+] = limn→∞
 limi→∞
 1n
 ∫ xi+n
 xi
 r(y) dy = limn→∞
 1n
 ∫ n
 0
 r(y) dy = ln[A+].
 Thus, A+ = A+, which implies r∗ = r∗ and that r(·) is a constant function.Similarly, if xi∞i=1 is bounded from above, we can show that A− = A− and also r∗ = r∗.The case when r(·) attains its global minimum can be treated analogously. This completes the
 proof.
 Lemma 4.11. If r(·) solves (4.21), then r(±∞) := limx→±∞ r(x) exist and P (a, b, r(±∞)) = 0.
 The assertion of the lemma implies that (4.21) has no solution if P (a, b, ·) = 0 has no (real)roots.
 Proof. Let xi∞i=1 be a sequence satisfying limi→∞ xi = ∞ and limi→∞ r(xi) = r∗ :=lim supx→∞ r(x). As the family r(xi + ·)∞i=1 is uniformly bounded and equicontinuous, we canextract a subsequence, which we still denote by r(xi + ·), such that for some r(·) ∈ C(R),limi→∞ r(xi + ·) = r(·), uniformly in any compact subset of R. Then r(0) = maxRr(·) and r(·) is asolution to (4.21). Thus r(·) ≡ r∗ is a constant function. Consequently, limi→∞max[xi−2,xi+2]|r(·)−r∗| = 0.
 Now suppose on the contrary r∗ > r∗ := lim infx→∞ r(x). Then we can find a large integer j
 such that r(·) > (r∗+r∗)/2 in [xj , xj+2]∪[xj+1−2, xj+1] and min[xj ,xj+1]r(·) < (r∗+r∗)/2. Denoteby x the left–most point in [xj , xj+1] such that r(x) = min[xj ,xj+1]r(·). Then x ∈ [xj +2, xj+1−2],r′(x) = 0, r(x) ≤ r(x+1) and r(x) < r(x−1). But this contradicts to (4.22) at x. This contradictionshows that r∗ = r∗ and r(∞) := limx→∞ r(x) exists.
 Similarly, we can show that limx→−∞ r(x) exists. Sending x → ±∞ in (4.21) gives P (a, b, r(±∞)) =0.
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 Lemma 4.12. If r(·) is a non-constant solution to (4.21), then r(−∞) < r(x) < r(∞) for all x ∈ Rand
 ∫ ∞
 0
 r(∞)− r(y) dy +∫ 0
 −∞r(y)− r(−∞) dy < ∞.
 Proof. As r(·) is non-constant, it cannot attain its global minimum or maximum. Hencer(−∞) 6= r(∞) and Λ1 = minr(−∞), r(∞) < r(·) < maxr(−∞), r(∞) = Λ2 on R, where Λ1
 and Λ2 are roots to P (a, b, ·) = 0. Note that ∂∂λP (a, b, Λ1) < 0 < ∂
 ∂λPλ(a, b, Λ2), i.e., for some ε > 0,
 a + eΛ1+ε − e−Λ1−ε < 0 < a + eΛ2−ε − e−Λ2+ε. (4.23)
 Suppose on the contrary that r(∞) < r(−∞). Then r(∞) = Λ1. By translation, we can assumethat r(x) < Λ1 + ε for all x ≥ −2. Denote ` = min[−2,2]r(·) ∈ (Λ1, Λ1 + ε). For k > 0, we comparethe line h = `−kx with curve h = r(x) for x > 0. When k ≥ ε, the line lies strictly below the curve.As k decreases continuously, there is a first k such that the line touches the curve. Hence, we define
 δ := infk > 0 | `− kx ≤ r(x) ∀ x ∈ (0,∞).
 As limx→∞ r(x) = Λ1 and r(·) is continuous, δ ∈ (0, ε) and there exists x0 ∈ (2,∞) such that
 r(x0)− (`− δx0) = 0 ≤ r(x)− (`− δx) ∀x > 0.
 Then r′(x0) = −δ and r(x0 ± 1)− r(x0) ≥ ∓δ. Evaluating (4.22) at x0 gives
 a δ = r(x0 + 1)− r(x0)A(x0) + r(x0 − 1)− r(x0)/A(x0 − 1) ≥ δ/A(x0 − 1)− δ A(x0).
 This implies, using A(x) = eR x+1
 xr and Λ1 < r(·) < Λ1 + ε in [0,∞), that a ≥ e−Λ1−ε − eΛ1+ε,
 contradicting to (4.23). This contradiction shows that we can only have r(∞) = Λ2 > r(−∞) = Λ1.Now we show that
 ∫ 0
 −∞r(y) − Λ1 dy < ∞. Let R(x) = r(x) − Λ1 and xε be small such thatr(·) ≤ Λ1 + ε on (−∞, xε + 2]. Subtracting aΛ1 + eΛ1 + e−Λ1 + b = 0 from (4.21) yields
 aR(x) + eθ1(x)
 ∫ x+1
 x
 R(y) dy − e−θ2(x)
 ∫ x
 x−1
 R(y) dy = 0 ∀x ∈ R
 where θ1(x), θ2(x) ∈ [Λ1, max[x−1,x+1]r(·)]. Integrating over [−M,xε] then gives
 0 = a
 ∫ xε
 −M
 R(y)dy +∫ xε
 −M
 eθ1(x)
 ∫ x+1
 x
 R(y) dy − e−θ2(x)
 ∫ x
 x−1
 R(y) dy
 dx
 =∫ xε
 −M
 (a +
 ∫ y
 y−1
 eθ1(x)dx−∫ y+1
 y
 e−θ2(x) dx)R(y) dy + O(1)
 after changing the order of integration, where O(1) is uniformly bounded. Since for y ∈ (−∞, xε],a +
 ∫ y
 y−1eθ1(x)dx− ∫ y+1
 ye−θ2(x)dx < a + eΛ1+ε − e−Λ1−ε < 0, sending M →∞ we then derive that
 e−Λ1−ε − eΛ1+ε − a
 ∫ xε
 −∞
 r(y)− Λ1
 dy
 ≤∫ xε
 −∞
 ( ∫ y+1
 y
 e−θ2(x) dx−∫ y
 y−1
 eθ1(x) dx− a)R(y) dy = O(1)
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 Thus,∫ 0
 −∞r(y)− Λ1 dy < ∞. Similarly, we can show∫∞0
 (Λ2 − r(y) dy < ∞.Proof of Theorem 4.8. Let r(·) be an arbitrary solution to (4.20). By Lemmas 4.11 and 4.12,
 we need only consider the case when P (a, b, ·) = 0 has two roots, Λ1 and Λ2, and r(∞) = Λ2 >
 r(−∞) = Λ1. We define
 u(x) = eR x0 r(y)dy, θ = e
 R−∞0 r(y)−Λ1dy, u1 = θeΛ1x, u2(x) = u(x)− u1(x).
 Note that θ ∈ (0, 1), u2(0) = 1− θ, u′ = ru, and all u, u1 and u2 are solutions to (4.20). In addition,
 u2(x)e−Λ1x = eR x0 r(y)−Λ1dy − e
 R−∞0 r(y)−Λ1 dy > 0. (4.24)
 We now show that u2(x) = (1− θ)eΛ2x. For this, we define r = u′2/u2. Then r solves (4.21).We claim that r(·) ≡ Λ2. Suppose not. Then by Lemma 4.12,
 ∫ 0
 −∞r(y) − Λ1 dy < ∞. Wecalculate
 ln[e−Λ1xu2(x)]− ln[u2(0)] =∫ x
 0
 (e−Λ1yu2(y))′
 e−Λ1yu2(y)dy =
 ∫ x
 0
 r(y)− Λ1 dy
 which has a finite limit as x → −∞, contradicting to (4.24). Thus r(·) = u′2/u2 ≡ Λ2, i.e, u2(x) =u2(0)eΛ2x = (1 − θ)eΛ2x and u(x) = θeΛ1x + (1 − θ)eΛ2x. This completes the proof of Theorem4.8.
 Exercise 4.8. Find all solutions of the form u(x) = eλx, λ ∈ C, to the equation cu′(x) = u(x + 1) +u(x − 1) − 2u(x). Classify those that are (i) bounded at x = ∞ (ii) bounded at x = −∞, and (iii)bounded over R.
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 4.5 Monotonicity of Wave Profiles
 This section is dedicated to the proof of the monotonicity of any wave profile U . We point out herethat the limits in (4.5) are established without the knowledge of the monotonicity of U so that wecan use them here.
 The method of sliding
 This traditional method is to compare U(·+ τ) and U(·) by decreasing τ continuously from a largevalue down to zero, namely, to show that
 inf τ > 0 | U(·+ τ) > U(·) on R = 0. (4.25)
 This implies U ′ > 0, and from an integral equation, U ′ > 0 on R. If we know U ′ > 0 near x = ±∞(e.g. by (4.5) for the case µ < 0 < λ), then (4.25) follows easily from a comparison principle (cf. [9]).When f ′(0) = 0, it is very difficult to show directly that U ′ > 0 in a vicinity of x = −∞. Similardifficulty occurs near x = ∞ when f ′(1) = 0. To overcome this difficulty, we use a modification ofthe method, stated in the third part of the following
 Lemma 4.13. (i) If [a, b] is an interval on which U ′ 6 0, then b− a < 1.(ii) If U ′ > 0 on [ξ, ξ + 1], then U(ξ) < U(x) for all x > ξ.(iii) If U ′ > 0 on [ξ − 1, ξ + 1] ∪ [η − 1, η + 1] where ξ < η, then U ′ > 0 on [ξ, η].
 Proof. (i) Let [a, b] be an interval on which U ′ 6 0. We want to show that b− a < 1. Supposeotherwise b−a > 1. Let x ∈ [b,∞) be a point such that U(x) 6 U(x) for all x > b. Then x is a globalminimum of U restricted on [a,∞), since U ′ 6 0 on [a, b]. This leads to the following contradiction
 0 = cU ′(x) = U(x + 1) + U(x− 1)− 2U(x) + f(U(x)) > f(U(x)) > 0.
 (ii) Assume that U ′ > 0 on [ξ, ξ + 1]. Let x > ξ + 1 be a point such that U(x) 6 U(x) for allx > ξ + 1. Then U(ξ) < U(x) since otherwise x > ξ + 1 is a point of global minimum of U on [ξ,∞)and the same contradiction as above arises. Thus U(ξ) < U(x) for all x > ξ.
 (iii) Assume that U ′ > 0 on [ξ − 1, ξ + 1] ∪ [η − 1, η + 1] where ξ < η. By the second assertion,U(η) > U(ξ), so that we can define
 τ∗ := inf τ ∈ (0, η − ξ] | U(·) < U(·+ τ) on [ξ, η − τ ] .
 Clearly, τ∗ ∈ [0, η − ξ). We claim that τ∗ = 0. Suppose on the contrary that τ∗ > 0. Then thereexists x ∈ [ξ, η − τ∗] such that,
 U(x + τ∗)− U(x) = 0 6 U(x + τ∗)− U(x) ∀x ∈ [ξ, η − τ∗].
 For x ∈ [ξ − 1, ξ]: (i) if x + τ∗ ≤ ξ, then U(x + τ∗) − U(x) > 0 since U ′ > 0 on [ξ − 1, ξ]; (ii)if x + τ∗ > ξ, by the second assertion, U(x + τ∗) > U(ξ) ≥ U(x). Thus U(x + τ∗) > U(x) for allx ∈ [ξ − 1, ξ]. Similarly, U(x + τ∗) > U(x) for all x ∈ [η − τ∗, η − τ∗ + 1]. Hence,
 U(x + τ∗)− U(x) = 0 6 U(x + τ∗)− U(x) ∀x ∈ [ξ − 1, η − τ∗ + 1].
 Consequently, U ′(x + τ∗) = U ′(x). Using the equation for U , we conclude that
 U(x + τ∗ + 1) + U(x + τ∗ − 1) = U(x + 1) + U(x− 1).
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 Since U(·+ τ∗) > U(·) on [ξ − 1, η − τ∗ + 1], we see that U(x + τ∗ ± 1) = U(x± 1). By induction,U(x+ τ∗+k) = U(x+k) for all integer k satisfying x+k ∈ [ξ−1, η− τ∗+1]. But this is impossiblesince U(x + τ∗) > U(x) for all x ∈ [ξ − 1, ξ]. Thus, τ∗ = 0.
 That τ∗ = 0 implies U(· + τ) > U(·) on [ξ, η − τ ] along a sequence τ 0. In particular,U ′(x) > 0 on [ξ, η]. Finally, for m = max06s61 |2− f ′(s)| and every x ∈ [ξ, η],
 cU ′′(x) = U ′(x + 1) + U ′(x− 1) + [f ′(U)− 2]U ′(x) > −mU ′(x).
 It follows that (U ′(x)emx/c)′ > 0 or U ′(x)emx/c > U ′(ξ)emξ/c > 0 for all x ∈ [ξ, η].
 A linear equation from blow-up.
 To show that U ′ > 0 on R, we use Lemma 4.13(iii). For this, we need only to find a sequence[ξj − 1, ξj + 1] of intervals on which U ′ > 0. To do this, we shall use a blow-up technique for thefunctions ρ = U ′/U and σ = U ′/(U − 1), leading to the following two linear problems:
 c R′(x) = R(x + 1) + R(x− 1)− 2R(x) ∀x ≤ 1,
 |R| ≤ 1 on (−∞, 2], |R(0)| = 1;(4.26)
 cR′(x) = R(x + 1) + R(x− 1)− 2R(x) ∀x ≥ −1,
 |R| ≤ 1 on [−2,∞), |R(0)| = 1.(4.27)
 Lemma 4.14. (i) If R solves (4.26), then |R| > 1/2 on [A− 1, A + 1] for some A > 0.(ii) Any solution of (4.27) satisfies |R| > 1/2 on [A− 1, A + 1] for some A > 0.
 Proof. (i) Suppose R solves (4.26). Then |R′| 6 4/c on (−∞, 1]. Set z(x) := R′(x)/[R(x) + 2].Dividing the ode in (4.26) by R(x) + 2 we obtain
 c z(x) = eR x+1
 xz(t)dt + e−
 R xx−1 z(t)dt − 2, |z(x)| ≤ 4/c ∀x ≤ 1.
 Following the argument used in the previous section, we conclude that limx→−∞ z(x) exists. Since R
 is bounded, lim infx→−∞ |R′(x)| = 0. Thus, limx→−∞ z(x) = 0, which implies that limx→−∞R′(x) =0.
 As R(0) is a global extremum of R restricted on (−∞, 1], R(j) = R(0) for all integer j ≤ 1.Upon using limx→−∞R′(x) = 0, we derive that limx→−∞R(x) = R(0). Since |R(0)| = 1, thereexists A > 0 such that |R(·)| > 1/2 on [A− 1, A + 1]. This proves the first assertion (i).
 (ii) The proof of the second assertion (ii) is analogous to the case (i) and therefore is omitted.
 The monotonicity of wave profile.
 That U ′ > 0 follows from Lemma 4.13 (iii) and the following
 Lemma 4.15. There exists a sequence ξii∈Z such that U ′ > 0 on [ξi − 1, ξi + 1] for each i ∈ Zand limi→±∞ ξi = ±∞.
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 Proof. The sequence ξii60. Here we construct the sequence such that U ′ > 0 on ∪i60[ξi−1, ξi + 1] and limi→∞ ξi = −∞.
 When f ′(0) > 0, limx→−∞ U ′(x)/U(x) = λ > 0 so U ′(x) > 0 for all x ¿ −1. Hence, we needconsider only the case f ′(0) = 0 and limx→−∞ ρ(x) = 0, where ρ(x) = U ′(x)/U(x). Define
 εj = maxx≤j
 |ρ(x)| ∀ j < 0, θ = lim supj→−∞
 εj−3
 εj∈ [0, 1].
 We claim that θ = 1. Suppose not. Then, for θ = (1 + θ)/2, there exists J < 0 such that εj−3 ≤ θεj
 for all j ≤ J . Hence, εJ−3k ≤ εJ θk for every integer k ≥ 0. Consequently, |ρ(x)| ≤ εJ θ(J−x)/3−1 forall x ≤ J . For y < J ,
 lnU(J)U(y)
 =∫ J
 y
 ρ(x)dx 6∫ J
 y
 εJ θ(J−x)/3−1dx 6 3εJ
 |θ ln θ| .
 Sending y → −∞ we obtain a contradiction. Hence θ = 1.Let jk∞k=1 be a sequence such that limk→∞ jk = −∞ and limk→∞ εjk−3/εjk
 = 1. Let xk 6jk−3 be a point such that |ρ(xk)| = εjk−3. Define ρk(x) := ρ(xk+x)/|ρ(xk)|. Then maxx≤3 |ρk(x)| ≤εjk
 /εjk−3, |ρk(0)| = 1, and
 c ρ′k(x) = [ρk(x + 1)− ρk(x)]eρ(xk)R x+1
 xρk(z)dz +
 [ρk(x− 1)− ρk(x)]e−ρ(xk)R x
 x−1 ρk(z)dz + ρk(x)f1(U(xk + x))
 where f1(s) = f ′(s) − f(s)/s → 0 as s 0. This equation implies that ρk∞k=1 is a family ofbounded and equi-continuous functions on (−∞, 2]. Hence, a subsequence which we still denote byρk converges to a limit R, uniformly in any compact subset of (−∞, 2]. Clearly, R satisfies (4.26).
 By Lemma 4.14 (i), there exists a constant A < 0 such that either R > 1/2 on [A− 1, A + 1] orR 6 −1/2 on [A − 1, A + 1]. As limk→∞ ρk → R on [A − 1, A + 1], there exists an integer K > 0such that for every integer k > K, either ρk > 0 on [A − 1, A + 1] or ρk < 0 on [A − 1, A + 1].By Lemma 4.13 (i), the latter case is impossible. Thus ρk > 0 on [A − 1, A + 1], i.e. U ′ > 0 on[xk + A− 1, xk + A + 1]. Define ξi = A + xK+|i| for all integer i ≤ 0. Then limi→−∞ ξi = −∞ andU ′ > 0 on [ξi − 1, ξi + 1] for every integer i ≤ 0.
 The sequence ξii>1. When f ′(1) < 0, we have limx→∞ U ′(x)/[1− U(x)] > 0 so U ′(x) > 0for all x À 1. It remains to consider the case f ′(1) = 0. Define
 σ(x) =U ′(x)
 U(x)− 1, δj = max
 x∈[j,∞)|σ(x)|, θ = lim sup
 j→∞
 δj+3
 δj∈ [0, 1].
 With an analogous argument as before, we can show that θ = 1. Take a sequence jk∞k=1 satisfyinglimk→∞ jk = ∞ and limk→∞ δjk+3/δjk
 = 1. Let xk ≥ jk + 3 be a point such that δjk+3 = |σ(xk)|.Set σk(x) = σ(x + xk)/|σ(xk)|. Then |σk| ≤ δjk
 /δjk+3 in [−3,∞). Same as before, a subsequence ofσk∞k=0 converges to a limit R satisfying (4.27). The rest of the proof follows from an analogousargument as before. This completes the proof of Lemma 4.15 and also the proof of Theorems 4.3and 4.4.
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 4.6 Uniqueness of Traveling Waves
 In this section we prove Theorem 4.2. In the sequel, U and V are two traveling waves with the samespeed c. We want to show that U(·) ≡ V (· − ξ) for some ξ ∈ R.
 A Comparison Principle
 The sliding method applies on compact intervals.
 Lemma 4.16. If V 6 U on [a− 1, a) ∪ (b, b + 1] where a 6 b, then V 6 U on [a, b].
 Proof. Let ξ be the number such that min[a−1,b+1]U(·)−V (·−ξ) = 0 and let y ∈ [a−1, b+1] bethe maximum value satisfying U(y)−V (y−ξ) = 0. Then y 6∈ [a, b] since otherwise U ′(y) = V ′(y−ξ)and the equations for U(·) and V (· − ξ) evaluated at y would imply U(y ± 1) = V (y − ξ ± 1),contradicting the maximality of y. Thus, y ∈ [a− 1, a) ∪ (b, b + 1], and by the assumption, V (y) 6U(y) = V (y − ξ). Thus ξ 6 0. We conclude that U(·) > V (· − ξ) > V (·) on [a− 1, b + 1].
 The success of such a simple translation technique relies on (i) the existence of a minimaltranslation ξ and (ii) the existence of a maximum y, both of which attribute to the fact that acontinuous function on a compact set attains its global extremes. When the domain of interest isunbounded, neither ξ nor y may exist, and therefore different techniques are needed.
 Comparison near x = ∞.
 We shall compare traveling waves on the unbounded domain [0,∞). Since simple translation tech-nique does not work, we shall instead construct a family of super-solutions for which translationtechnique works. If one is willing to make the assumption f ′ 6 0 on [1− δ, 1] for some δ > 0, thenfor every ε > 0,
 minU + ε, 1 on [−1,∞)
 is a super-solution on [0,∞) provided that U(−1) > 1− δ. In this manner, no asymptotic behaviorof U near x = ∞ is needed.
 When only the assumption (A) is made, we construct a different family of super-solutionsobtained from the detailed asymptotic behavior of wave profiles and compression:
 Z(`, x) := U([1 + `]x) ∀x ∈ [−1,∞), ` ∈ (0, 1].
 The idea here is that the rate of Z approaching 1 as x →∞ is faster than that of any wave profile,and therefore is strictly bigger than any wave profile for sufficiently large x.
 Since limx→∞ U ′′(x)/U ′(x) = µ 6 0 < c and U ′(x + h)/U ′(x) = eR x+h
 xU ′′(s)/U ′(s)ds, by transla-
 tion, we may assume that
 supx>0, |h|62
 U ′′(x + h)U ′(x)
 < c. (4.28)
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 For ` ∈ (0, 1] and x > 0, writing y = (1 + `)x and Z(`, x) = Z(x), we calculate
 LZ(x) := cZ ′(x)− Z(x + 1)− Z(x− 1) + 2Z(x)− f(Z(x))
 = c[1 + `] U ′(y)− U(y + 1 + `)− U(y − 1− `) + 2U(y)− f(U(y))
 = c ` U ′(y) + U(y + 1) + U(y − 1)− U(y + 1 + `)− U(y − 1− `)
 = ` U ′(y)
 c−∫ 1
 0
 ∫ 1+`z
 −1−`z
 U ′′(y + h)U ′(y)
 dhdz
 > 0.
 This shows that for each ` ∈ (0, 1], Z(`, ·) is a (strict) super-solution on [0,∞).
 Lemma 4.17. Assume (4.28). Suppose V 6 U on [0, 1]. Then V 6 U on [0,∞).
 Proof. Consider the function, for x > 0, ξ ∈ R, and ` > 0,
 Ψ(ξ, `, x) :=∫ U([1+`]x)
 V (x−ξ)
 ds
 f(s).
 Note that
 limx→∞
 ∂Ψ(ξ, `, x)∂x
 = limx→∞
 ( (1 + `)U ′
 f(U)− V ′
 f(V )
 )> 0 ∀ ` > 0, ξ ∈ R;
 infx≥0,ξ∈R,`∈[0,1]
 ∂Ψ∂ξ
 = infy∈R
 V ′(y)f(V (y))
 > 0.
 Thus limx→∞Ψ(ξ, `, x) = ∞. For each fixed ` ∈ (0, 1], there exists at least one ξ such that Ψ(ξ, `, ·) >0 on [0,∞). Let ξ(`) be the infimum of such numbers.
 We claim that ξ(`) 6 0. Suppose otherwise. Since limx→∞Ψ(ξ(`), `, x) = ∞, there exists y ∈[0,∞) such that Ψ(ξ(`), `, y) = 0. We must have y > 1, since V (·− ξ(`)) < V (·) 6 U(·) 6 U([1+ `]·)on [0, 1]. Thus, for Z(x) = U([1 + `]x),
 Z(y) = V (y − ξ(`)), V (· − ξ(`)) 6 Z(·) on [0,∞).
 This implies V ′(y − ξ(`)) = Z ′(y) and a contradiction
 0 = LV∣∣∣y−ξ(`)
 ≥ LZ∣∣∣y
 > 0.
 This contradiction shows that ξ(`) 6 0, so that V (·) 6 V (· − ξ(`)) 6 U([1 + `]·) on [0,∞). Sending` 0, we obtain that V (·) 6 U(·) on [0,∞).
 Comparison near x = −∞In general, on the unbounded interval (−∞, 0], it is vary hard to construct a family of super-solutionsthat can be used for the translation argument, such as that in the previous two subsections; this isdue to the fact that the constant state 0 is unstable. Hence we compare directly two traveling waves.We shall show that wave profiles are ordered (i.e. one is bigger than the other) near x = −∞, bymagnifying differences between any two wave profiles.
 For every ξ ∈ R and x ∈ R, we define
 W (ξ, x) =
 ∫ U(x)
 V (x−ξ)
 ds
 f(s)if c > cmin,
 ln U(x)− ln V (x− ξ) if c = cmin.
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 Note that W (ξ, x) magnifies the differences between U and V . When c > cmin,
 Wx(ξ, x) :=∂W (ξ, x)
 ∂x=
 U ′
 f(U)− V ′
 f(V )−→ 0 as x → ±∞.
 This limit shows that the magnified difference between wave profiles changes slowly. The conclusionfor c = cmin is analogous.
 Lemma 4.18. There exist ν > 0 and A ∈ [−∞,∞] such that
 limx→−∞
 W (ξ, x) = A + νξ ∀ ξ ∈ R. (4.29)
 Consequently, near x = −∞, U < V (· − ξ) if A + νξ < 0 and U > V (· − ξ) if A + νξ > 0.
 Proof. First, we consider the case c > cmin. Note that
 limx→−∞
 W (ξ, x)−W (0, x)
 = lim
 x→−∞
 ∫ x
 x−ξ
 V ′(y)dy
 f(V (y)))= νξ
 where ν = 1/c when f ′(0) = 0 and ν = λ/f ′(0) otherwise. Suppose limx→−∞W (ξ, x) does notexist. Then A := lim supx→−∞W (ξ, x) > B := lim infx→−∞W (ξ, x). Taking an appropriate ξ,we can assume without loss of generality that A > 0 > B. Let α, β be finite numbers satisfyingB < β < 0 < α < A. Then there exist sequences xi and yi satisfying
 W (ξ, xi) = α, W (ξ, yi) = β, xi+1 < yi < xi, limi→∞
 xi = −∞.
 Since limx→−∞Wx(ξ, x) = 0, there exists a large integer i such that W (ξ, ·) > 0 in [xi+1− 1, xi+1]∪[xi, xi + 1] and W (ξ, yi) < 0. This implies that V (· − ξ) < U(·) on [xi+1 − 1, xi+1] ∪ [xi, xi + 1] andV (yi − ξ) > U(yi) which is impossible by Lemma 4.16. Thus A = B.
 The case c = cmin is analogous.
 Proof of Theorem 4.2
 Let U and V be two traveling wave profiles with the same speed c. By translation, we can assumethat V (0) = U(0) and that U and V satisfy (4.28). By exchanging the roles of U and V if necessarywe can use Lemma 4.18 to conclude that (4.29) holds with A ∈ [0,∞].
 Let η > 0 be the unique value such that
 minx∈[0,1]
 U(x)− V (x− η) = 0.
 By Lemma 4.17, V (· − η) 6 U(·) on [0,∞). We claim that V (· − η) 6 U(·) on (−∞, 0]. Supposenot. Then infx∈RW (η, x) < 0. Since Wξ > 0 and W (η,±∞) > 0, there is a unique value ξ > η suchthat minRW (ξ, ·) = 0. This implies that there exists y ∈ R such that W (ξ, y) = 0 = minRW (ξ, ·).It further implies that V (· − ξ) 6 U(·) and V (y − ξ) = U(y). A comparison principle shows thatthis is impossible. Hence, V (· − η) 6 U(·) on R. Since min[0,1]U(· − η)− V (·) = 0, we must haveη = 0 and U ≡ V .
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 4.7 Asymptotic Expansions
 Finally, we derive and verify asymptotic expansions for traveling wave profiles near x = −∞, accurateenough to distinguish the translation differences. The idea is to construct, on (−∞, 1], sub/supersolutions having special tails near x = −∞ and slopes on the interval [0, 1]. The comparison betweena wave profile and a sub/super solution near x = −∞ will be made by a result similar to (4.29)in Lemma 4.18. The comparison on [0, 1] will be made in a manner similar to that in the proof ofLemma 2.3, Step 3.
 Super/sub solutions.
 In the sequel, a Lipschitz continuous function defined on [a−1, b+1] is called a super/sub solution(of speed c) on [a, b] if
 ±L [φ](x) > 0 a.e. x ∈ (a, b).
 where L [φ](x) := c φ′(x)− φ(x + 1)− φ(x− 1) + 2φ(x)− f(φ(x)).
 Lemma 4.19. Suppose φ is a subsolution (or supersolution) on [a, b] and φ < U (or φ > U) on[a− 1, a) ∪ (b, b + 1]. Then φ < U (or φ > U) on [a, b].
 The proof is similar to that for Lemma 4.16 and is omitted.
 Our asymptotic expansion for a wave profile is expressed in terms of a constructed function φ
 such that, for some x0 ∈ R,
 U(x + x0) = φ(x + o(1)) ∀x 6 0 where limx→−∞
 o(1) = 0. (4.30)
 For this, we shall use the same idea as that of Lemma 4.18. Consider the case λ 6= 0. Suppose φ iseither a sub-solution or a super-solution on (−∞, 0] and
 limx→−∞
 φ′(x)φ(x)
 = limx→−∞
 U ′(x)U(x)
 = λ > 0. (4.31)
 Consider the function, for ξ ∈ R and x 6 0,
 W (ξ, x) =∫ U(x+ξ)
 φ(x)
 ds
 s= ln
 U(x + ξ)φ(x)
 . (4.32)
 Lemma 4.20. Suppose φ satisfies (4.31) and is either a super-solution or a sub-solution on (−∞, 0].Let W be defined as in (4.32). Then (4.29) holds for some A ∈ [−∞,∞].
 The proof is similar to that for Lemma 4.18 and therefore is omitted.
 Suppose A is shown to be finite. Then for x0 := −A/ν, every ε > 0, and all x ¿ −1,W (x0 − ε, x) < 0 < W (x0 + ε, x); that is, φ(x− ε) < U(x + x0) < φ(x + ε) for every ε > 0 and allx ¿ −1. Hence (4.30) holds. To construct sup/super solutions and to show that A is finite, we shallassume that
 (B) |f(u)− f ′(0)u| ≤ Mu1+α for all u ∈ [0, 1] and some positive constants M and α.
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 In most cases, we shall construct sub/super solutions via linear combinations of exponentialfunctions. Note that for φ = aeωx, Lφ = P (ω)φ + [f ′(0)φ− f(φ)], where
 P (ω) := c ω − eω − e−ω + 2− f ′(0).
 Observe that P (·) is concave, positive between its two roots, and negative outside of these two roots.Denote by λ and Λ, where 0 6 λ 6 Λ, the two roots of P (·) = 0. Among all possibilities, we dividethem into four cases:
 (i) c = cmin and (4.6) has two real roots;(ii) c = cmin and (4.6) has only one real root;(iii) c > cmin and f ′(0) > 0;(iv) c > cmin and f ′(0) = 0.
 Note that limx→−∞U ′(x)/U(x) > 0 in the cases (i)–(iii). For the last case (iv), λ = 0 so thatsub/super solutions have to be constructed by non-exponential functions. For this, we need extraassumptions on f .
 The case c = cmin and (4.6) has two real roots.
 Assume that c = cmin is the minimum wave speed and that the characteristic equation cminz =ez + e−z − 2 + f ′(0) has two real roots. Let λ be the smaller real root and Λ be the large real root.Then λ < Λ and
 limx→−∞
 U ′(x)U(x)
 = Λ > 0 =⇒ U(x)U(0)
 = eR x0 U ′/U = eΛx+o(x).
 Choose ω1 and ω2 satisfying
 λ < ω1 < Λ < ω2, ω2 < (1 + α)Λ.
 Then P (ω1) > 0 = P (Λ) > P (ω2). Consider, for ε ∈ [0, 1] and small δ > 0,
 φ±(ε, δ, x) := δ
 eΛx ± ε(eω1x − eΛx)± δα/2(eΛx − eω2x)
 .
 Note that when ε > 0 and x ¿ −1, φ+ À U and φ− < 0. Also, for all x 6 0,
 L [φ+] = δ
 εP (ω1)eω1x − P (ω2)δα/2eω2x + O(1)δα[ε1+αe(1+α)ω1x + e(1+α)Λx]
 > 0
 if ε ∈ [0, 1] and δ ∈ (0, δ0] for some δ0 > 0. Similarly, for every ε ∈ [0, 1] and δ ∈ (0, δ0],max0, φ−(ε, δ, ·) is a sub-solution on (−∞, 0]. Taking δ0 small enough we can assume that φ±x > 0for all x ∈ [0, 1], ε ∈ [0, 1] and δ ∈ [0, δ0].
 Take ξ negatively large such that δ := U(ξ) < δ0. Comparing U(· + ξ − 1) with φ+(ε, δ, ·)on (−∞, 0] for every ε ∈ (0, 1], we see that U(x + ξ − 1) ≤ φ+(ε, δ, x) for all x ≤ 0. Here thepositivity of ε guarantees that φ+ > U near x = −∞. Now sending ε 0 we conclude thatU(x + ξ − 1) ≤ δ[1 + δα/2]eΛx for all x 6 0. Similarly, U(x + ξ + 1) > δ[1− δα/2]eΛx for all x 6 0.
 Now applying Lemma 4.20 to φ = φ+(0, δ0, x), we see that there is the limit
 A = limx→−∞
 ln U(x)− ln φ+(0, δ0, x)
 = lim
 x→−∞
 ln U(x)− Λx
 − ln[δ0(1 + δ
 α/20 )].
 From the estimate in the previous paragraph, A must be finite. Hence we proved the following:
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 Theorem 4.9. Assume (A) and (B). Let (cmin, U) be a traveling wave of the minimum speed wherethe characteristic equation has two roots λ, Λ, λ < Λ. Then, for some x0 ∈ R,
 U(x) = eΛ[x+x0+o(1)] ∀x 6 −1 where limx→−∞
 o(1) = 0.
 The case c = cmin and (4.6) has only one real root.
 Let P (z) = cminz− [ez + e−z − 2+ f ′(0)] be the characteristic function at 0. That P (·) = 0 has onlyone real root, denoted by λ, implies that P (λ) = P ′(λ) = 0; that is,
 cmin = eλ − e−λ, f ′(0) = λ(eλ − e−λ) + (2− eλ − e−λ). (4.33)
 Take ω ∈ (λ, [1 + α]λ) and consider the function, for small δ > 0,
 φ∗(δ, x) = δ[−xeλx − δα/2(eλx − eωx)]. (4.34)
 Note that φ∗ > 0 in (−∞, 0) and φ∗ < 0 in (0,∞). Since P (ω) < 0, for x ≤ 0,
 Lφ∗ = δ
 δα/2P (ω)eωx + O(1)δα[|x|+ 1]1+αe(1+α)λx]
 < 0.
 It follows that φ− := maxφ∗, 0 is a sub-solution for every δ ∈ (0, δ0], where δ0 > 0.From Lemma 4.20, there exists the limit
 A = limx→−∞
 ln U(x)− λx− ln |x|
 . (4.35)
 We claim that A < ∞. Suppose A = ∞. Then for each fixed ξ ∈ R, U(x + ξ) > φ−(δ, x) for allx ¿ −1. Since φ− = 0 on [0,∞) and φ− is a sub-solution, a comparison gives U(x + ξ) > φ−(δ, x)for all x ∈ R. This is impossible for every ξ ∈ R. Thus A < ∞.
 We now consider the lower bound of A. Since P (·) is a concave function, that λ is a double rootto P (·) = 0 implies that P (ω) < 0 for every ω 6= λ. It is then very hard to construct super-solutions.As the existence of a super-solution implies the existence of a traveling wave, the construction ofa super-solution is equivalent to find cmin which is not totally determined by the local behavior off(s) near s = 0. That cmin is the solution of (4.33) which is uniquely determined by f ′(0) requiresspecial properties on the non-linearity on f . The whole non-linear structure of f on [0, 1] determineswhether A is bounded from below. As will be seen in a moment, the answer to whether A is boundedis all we need to determine uniquely the asymptotic behavior of U as x → −∞, i.e., the alternativesin (4.11).
 Case (1) A > −∞. Then A is finite, so from (4.35), the first alternative in (4.11) holds.Case (2) A = −∞. Fix ω ∈ (λ, (1 + α)λ). Consider, for ε ∈ [0, 1] and small δ > 0,
 φ+(ε, δ, x) = δ[1− εx]eλx − δα/2eωx.
 Direct calculation shows that φ+ is a super-solution on (−∞, 0] for every ε ∈ [0, 1] and δ ∈ (0, δ0].Fix a translation such that U(1) ≤ δ0/2. For every ε ∈ (0, 1] we compare U(·) and φ+(ε, δ0, ·) on(−∞, 0]. When x ∈ [0, 1], U(x) ≤ U(1) < δ0/2 < φ(ε, δ0, x). Since A = −∞, we see that U < φ for
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 all x ¿ −1. It then follows that U(·) < φ(ε, δ0, ·) on (−∞, 1]. Sending ε 0 we obtain U(x) ≤ δ0eλx
 for all x ∈ (−∞, 0].Also, by Lemma 4.20, there exists the limit
 A := limx→−∞
 ln U(x)− ln φ+(0, δ0, x)
 = lim
 x→−∞
 ln U(x)− λx
 − ln δ0.
 In addition, since U(x) ≤ δ0eλx for all x ∈ (−∞, 0], A ≤ 0.
 Next we show that A > −∞. To do this, for every ω1 ∈ [λ, ω], consider the functionφ−(ω1, δ, x) := δ[eω1x + eωx]. It is easy to show that φ− is a sub-solution on (−∞, 0] for everyω1 ∈ [λ, ω] and every δ ∈ (0, δ0].
 Fix a translation such that U(−1) > 2δ0. For every ω1 ∈ (λ, ω], by comparing U andφ−(ω1, δ0, x), we see that U > φ−(ω1, δ0, x), since ω1 > λ implies U > φ− for all x ¿ −1. Nowsending ω1 λ we see that U(x) ≥ δ0e
 λx for all x ≤ 0. Thus A is finite; namely, the secondalternative in (4.11) holds.
 Finally, we provide two examples showing that both alternatives in (4.11) can happen.
 Example 1. This example provides the second alternative in (4.11). We define
 U(x) =ex
 1 + ex, λ = 1, c = e− 1
 e,
 f(u) =u(1− u)(e− 1)[2(1− u)2 + 2eu2 + (e2 + 1)(e + 1)u(1− u)/e]
 e(1− u)2 + eu2 + u(1− u)(e2 + 1).
 Using ex = U(x)/[1 − U(x)], one can verify that (c, U) is a traveling wave. Since f ′(0) = 2 − 2/e,λ = 1 is a double root of the characteristic equation cω = eω + e−ω − 2 + f ′(0). Consequently,cmin = e− 1/e.
 Example 2. We show that the first alternative in (4.11) holds if
 f ∈ C1+α([0, 1]), f(0) = f(1) = 0 < f(u) 6 f ′(0)u ∀u ∈ (0, 1). (4.36)
 First of all, define (cmin, λ) as in (4.33), one can show that min1, eλx is a super-solution withc = cmin, so that there is a traveling wave of speed cmin. Consequently, the minimum wave speed isgiven by the solution of (4.33); see, for example, [8, 9, 39].
 Also, there is a super-solution given by
 φ+(x) = [1− λ1+λ x]eλx ∀x < 0, φ+(x) = 1 for x > 0.
 Note that, for a large constant M , φ+(x + M) > φ∗(δ0, x) on R, where φ∗ is as in (4.34). Followingthe existence proof of [8], (maxφ∗, 0, φ+) sandwiches a solution which satisfies the first alternativein (4.11).
 We conclude the following:
 Theorem 4.10. Assume (A) and (B). Suppose c = cmin and the characteristic equation has a rootλ of multiplicity 2, i.e. (4.33) holds. Then there is the alternative (4.11). In addition, under (4.36),only the first alternative in (4.11) holds.
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 The case c > cmin and f ′(0) > 0
 Let λ and Λ, λ < Λ, be two roots of the characteristic equation P (·) = 0 where P (z) = c z − [ez +e−z − 2 + f ′(0)]. Pick ω such that λ < ω < minΛ, (1 + α)λ. Then P (ω) > 0. For each ε ∈ (0, e−ω]and small δ, consider functions
 φ±(ε, δ, x) := δ([1∓ ε]eλx ± εeωx), x 6 1.
 Note that
 min06x61
 φ+x (ε, δ, x)
 φ+(ε, δ, x)= λ + ε(ω − λ), max
 06x61
 φ−x (ε, δ, x)φ−(ε, δ, x)
 = λ− ε(ω − λ).
 In addition, for all x 6 0, ε ∈ (0, 1], and δ ∈ (0, 1], using |f(u) − f ′(0)u| ≤ Mu1+α and 0 < φ± ≤2δeλx we obtain
 ±L [φ±δ] = δεP (ω)eωx ± [f(φ±δ)− f ′(0)φ±δ]
 > δeωxεP (ω)− 21+αMδαe[(1+α)λ−ω]x.
 Hence, we have the following:(i) For every ε ∈ (0, e−ω], there exists xε 6 0 such that φ±(ε, 1, ·) is a super/sub solution on
 (−∞, xε].(ii) For every ε ∈ (0, e−ω], there exists δε > 0 such that for every δ ∈ (0, δε], φ±(ε, δ, ·) is a
 super/sub solution on (−∞, 0].Indeed, we need only take
 xε := min
 0,ln[εP (ω)]− ln[21+αM ]
 (1 + α)λ− ω
 , δε = min
 1,
 ( εP (ω)21+αM
 )1/α.
 Theorem 4.11. Assume (A), (B), and f ′(0) > 0. Let (c, U) be a traveling wave with speed c > cmin.Then U(x) = eλ(x+x0+o(1)) for some x0 ∈ R where limx→−∞ o(1) = 0.
 Proof. First of all, note that (4.29) holds for W defined as in (4.32) with φ = φ+(ε, 1, x).We show that A > −∞. Suppose A = −∞. Fix ε = e−ω. Since
 limx→∞
 U ′(x)/U(x) = λ,
 there exists ξ < 0 such that U ′(x)/U(x) < λ + ε(ω − λ) for all x < ξ + 2. Now we compare U(·+ ξ)with φ := φ+(ε, U(ξ), ·) on (−∞, 0]. By taking negatively large ξ, we may assume that U(ξ) < δε
 so that φ is a super-solution on (−∞, 0].Note that φ(0) = U(0 + ξ) and
 φ′(x)φ(x)
 > λ + ε(ω − λ) >U ′(x + ξ)U(x + ξ)
 ∀x ∈ [0, 1]
 so that U(·+ξ) < φ(·) on (0, 1]. Also, limx→−∞[ln φ(x)− ln U(x+ξ)] = ∞. It follows by comparisonthat φ(·) > U(·+ ξ) on (−∞, 0], contradicting φ(0) = U(0 + ξ). Thus A > −∞.
 Similarly, by using the sub-solution φ−, one can show that A < ∞. Thus A = limx→−∞ln U(x)−λx exists and is finite. This completes the proof.
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 The case c > cmin and f ′(0) = 0
 When c > cmin, λ := limx→−∞ U ′(x)/U(x) is the smaller root to the characteristic equation cz =ez + e−z − 2 + f ′(0). When f ′(0) = 0, we have λ = 0. Thus as x → −∞, U(x) does not decay to 0exponentially fast. To find the precise rate of decay, we shall assume the following:
 (B1) 0 6 ff ′′ 6 Mf ′2 on (0, ε] for some ε > 0 and M > 0;∫ ε
 0f ′2(s)/f(s)ds < ∞.
 Simple examples of such functions are
 f(u) = κu1+q(1− u)p, f(u) = κe−1/u(1− u)p (κ > 0, q > 0, p > 1).
 Theorem 4.12. Assume (A), (B1), and f ′(0) = 0. Let (c, U) be a traveling wave with non-minimum speed c. Then (4.12) holds for some x0 ∈ R.
 Proof. 1. The idea. The proof is based on the following formal calculation. When f ′(0) = 0and c > cmin, it follows from Theorem 4.4 that cU ′ ≈ f(U). Then at least formally we should havec2U ′′ ≈ cf ′(U)U ′ ≈ f(U)f ′(U). Since by the mean value theorem U(x + 1) + U(x − 1) − 2U(x) =U ′′(y) ≈ U ′′(x), we obtain that
 cU ′ ≈ U ′′ + f(U) ≈ f(U)f ′(U)/c2 + f(U) = f(U)[1 + f ′(U)/c2].
 This suggests that sub/super solutions can be obtained from solutions of ODEs of the form c φ′ =f(φ)[1 + f ′(φ)/c2]± o(1), where o(1) is a small positive term large enough to offset the error of theapproximation U(x + 1) + U(x− 1)− 2U(x) = U ′′(y) ≈ U ′′(x).
 2. Construction of super/sub solutions. Let δ0 be a small enough constant and be fixed.For every δ ∈ (0, δ0] and K ∈ [1, 1/(4f ′2(δ))], let φ be the solution of
 c φ′ = f(φ) 1 + f ′(φ)/c2 ±Kf ′2(φ) on (−∞, 1], φ(0) = δ. (4.37)
 The solution is given implicitly by
 ∫ φ(x)
 δ
 ds
 f(s)[1 + f ′(s)/c2 ±Kf ′2(s)]=
 x
 c∀x 6 1.
 When δ0 is small, we have φ ≤ δ[1 + o(1)] and cφ′ = f(φ)[1 + o(1)] on (−∞, 1]. In the sequel, O(1)is a quantity bounded by a constant independent of K and δ.
 Write (4.37) as c φ′ = (1 + g(φ))f(φ) where g := f ′/c2 ± Kf ′2. In the sequel, the argumentsof f , f ′, f ′′, and g are evaluated at φ(x), if not specified. Since f ′′ > 0 and ff ′′ = O(1)f ′2 on theinterval of interest, we see that
 |g|+ |g′f/f ′| = O(f ′) + O(f ′2)K.
 Consequently,
 c2φ′′(x) = (1 + g)f ′ + fg′(1 + g)f = ff ′1 + O(f ′) + O(f ′2)K.
 Also by the mean value theorem,
 φ(x + 1) + φ(x− 1)− 2φ(x) = φ′′(y) for some y ∈ [x− 1, x + 1],
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 f ′(φ(y))f ′(φ(x))
 = exp( ∫ y
 x
 (1 + g)ff ′′
 cf ′
 )= exp
 ( ∫ y
 x
 O(f ′(φ(z))dz).
 This implies thatf ′(φ(y)) = [1 + O(f ′(φ(x)))]f ′(φ(x)).
 Similarly,f(φ(y)) = [1 + O(f ′(φ(x)))]f(φ(x)).
 This follows that
 c2φ′′(y) = f ′f1 + O(f ′) + O(f ′2)K∣∣∣φ(x)
 .
 Hence, for all x 6 1,
 L [φ](x) = cφ′ − f − f ′f
 c−2 + O(f ′) + O(f ′2)K
 = ff ′2±K + O(1) + O(f ′)K
 .
 Thus we have the following
 Lemma 4.21. There exist a small positive constant δ0 and a large constant K0 such that for everyδ ∈ (0, δ0] and every K ∈ [K0, 1/(4f ′2(δ))], the solution φ±(δ, x) := φ(x) of (4.37) is a super/subsolution on (−∞, 0].
 3. The comparison. Consider the function
 W±(ξ, x) =∫ U(x+ξ)
 φ±(δ,x)
 ds
 f(s)[1 + f ′(s)/c2]x ≤ 1, ξ ∈ R.
 Following a proof similar to that for Lemma 4.18, we can show that (4.29) holds with W = W±,A = A± ∈ [−∞,∞] and ν = 1/c. Note that
 W+ −W− =∫ δ
 φ+
 1f [1 + f ′/c2]
 − 1f [1 + f ′/c2 + Kf ′2]
 ds
 −∫ δ
 φ−
 1f [1 + f ′/c2]
 − 1f [1 + f ′/c2 −Kf ′2]
 ds,
 since the two integrals involving K cancel each other. Sending x → −∞ and using φ±(−∞) = 0and
 ∫ ε
 0f ′2(s)/f(s)ds < ∞, we then obtain
 limx→−∞
 W+(ξ, x)−W−(ξ, x) =∫ δ
 0
 2Kf ′2
 f[1 + f ′/c2]2 − [Kf ′2]2 ds < ∞.
 We now show that A+ > −∞. Suppose on the contrary that A+ = −∞. For each δ ∈ (0, δ0],taking K = 1/(4f ′(δ)2) we see that
 φ+′(x)f(φ+(x))
 =1c− f ′(φ+)
 c3+
 f ′2(φ+)4cf ′2(δ)
 > 1c
 +18c
 ∀x ∈ [0, 1]
 if δ0 is small enough. As we know that limx→−∞ U ′/f(U) = 1/c, there exits ξ < 0 such thatU ′/f(U) < 1/c + 1/(8c) for all x ≤ ξ + 1. Now set δ = U(ξ) and compare U(ξ + ·) and φ+(δ, ·) on(−∞, 0].
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 As φ+′/f(φ+) > U ′/f(U) on [0, 1] and φ(0) = U(ξ + 0), we have φ+(·) > U(ξ + ·) on (0, 1].Also, A+ = −∞ implies that φ+(x) > U(ξ +x) for all x ¿ −1. By comparison, φ+ > U on (−∞, 0],contradicting φ+(0) = U(ξ + 0). Thus A+ > −∞. Similarly, using φ−, we can show that A− < ∞.Hence A± are finite.
 Finally, we observe that
 limx→−∞
 W+(0, x) = limx→−∞
 ∫ U(x)
 δ
 ds
 f(s)[1 + f ′(s)/c2]− x
 c
 −∫ δ
 0
 11 + f ′(s)/c2
 − 11 + f ′(s)/c2 + Kf ′2(s)
 ds
 f(s),
 the assertion of the Theorem, i.e. (4.12) thus follows.
 As an illustration, we consider the case when
 f(u) = κu2(1− u)p (κ > 0, p > 1).
 Then for some integral constant a∫ u
 1/2
 ds
 f(s)[1 + f ′(s)/c2]= − 1
 κu+
 ( p
 κ− 2
 c2
 )ln u + a + O(u) as u → 0.
 After translation, we see that, as x → −∞,
 − 1κU(x)
 +( p
 κ− 2
 c2
 )ln U(x) =
 x
 c+ o(1)
 This implies that, as x → −∞,
 1U(x)
 =κ|x|c
 + O(ln |x|) =κ|x|c
 (1 + o(1)
 ), ln U(x) = ln
 c
 κ|x| + o(1).
 Thus, after another translation,
 U(x) =c
 κ[|x| − x0 + o(1)] + (p c− 2κ/c) ln |x|
 =c
 κ|x| −(pc2 − 2κ) ln |x|
 κ2x2− cx0 + o(1)
 κx2as x → −∞.
 Note that the translation is distinguished by the third term in the Taylor’s expansion.
 Finally, observe that∫ u
 1/2
 ds
 f(s)[1 + f ′(s)/c2]=
 ∫ u
 1/2
 ds
 f(s)− ln f(u)
 c2+ a + o(1) as u → 0.
 In particular, if f(u) = κu1+q[1 + o(1)] for some q > 0, then U ∝ |x|−1/q so that ln f(U) ≈−b ln |x|+B + o(1) for some b > 0 and B ∈ R. Therefore, it is generic that for some constants b > 0and x0 ∈ R, ∫ U(x)
 1/2
 ds
 f(s)=
 c[x + x0 + o(1)]− b ln |x|c2
 .
 The local error of Heun’s method is O(h3), overall error is O(h2).
 In a similar manner, we can establish an asymptotic expansion near ∞. We omit the details.
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