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1 Introduction
 Random graph processes and related discrete random processes are being used increasingly inthe analysis of randomised algorithms and the study of random graphs. Some of the importantresults have recently been obtained by establishing a connection between the process andan associated differential equation1 or system of differential equations. The solution of thedifferential equations provides a deterministic approximation for the dynamics of the randomprocess.
 This idea of approximation has existed in connection with continuous processes (essentiallysince the invention of differential equations by Newton for approximation of the motion ofbodies in mechanics) before being applied to random graphs, and some results for discreteprocesses also appeared before. For instance, Kurtz’s theorem [31] is applicable to discreteprocesses. It was used in the analysis of a random greedy matching algorithm by Karp andSipser [29], which was the first application of this method to random graphs.
 This paper is partly a survey of applications of a method or approach, but mainly anexposition of the method and what we can expect from it. The main theorem (Theorem 5.1)attempts to be general-purpose. The general setting is a sequence of random processes in-dexed by n (which is often the number of vertices in the initial graph of the process), andthe aim is to find properties of the random process in the limit as n → ∞. In general, theconclusion one draws after applying the method is that variables defined on a random processare sharply concentrated , which informally means that they are asymptotically equal to cer-tain deterministic functions with probability tending to 1 (as n → ∞). These deterministicfunctions arise as the solutions to a system of ordinary first order differential equations. Forsome random graph applications the situation is rather delicate and higher accuracy in theapproximation is crucial (see Sections 5.2 and 7.2). Higher accuracy can usually be obtainedby using ideas from the proof of the main theorem or associated results such as Corollary 4.1.
 One of the important features of this approach is that the computation of the approximatebehaviour of processes is clearly separated from the proof that the approximation is correct.A good example of this is in Section 3.3.4. In addition, the solution of the differential equationin Section 7.2 gives a suggestion of the crucial point in time at which a random greedy packingalgorithm will come to a grinding halt. This feature is hard to glean from other approachesto this problem which use the nibble method of Rodl [48].
 This paper gives examples of the various types of results, categorised according to whichversion of the method is required to obtain them. Some new results are included, in partic-ular, the first application of the differential equation method to packing in hypergraphs inSection 7.2. Also, the main theorem is a little stronger than that in [61], although the proofis almost identical, and the derivation in Section 3.3.3 is new, as is the application to the
 1What is a title with the first two words “differential equations” doing on a paper which is mainly aboutgraphs? Any reader feeling uncomfortable about this is assured that no real method of solving differentialequations is required to read this article except for simple first order ordinary differential equations, and eventhose only in one or two places. More importantly, the same reader is encouraged to examine the interplaybetween discrete and continuous mathematics more closely, and to note that obscure methods are not aprerequisite of obtaining interesting results in this area.
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process in Section 3.1 and 3.2.Differential equations have of course turned up in studies of random graphs in other
 contexts. One appearance particularly related to the present topic occurs in the study byPittel [43] of the limiting distribution of the number Yi of tree components of size i in therandom graph G(n,m). A Gaussian distribution result is derived there by considering thedynamics of the process induced on the Yi by adding a random edge to the graph. A systemof ordinary differential equations describes the behaviour of other variables from which thevariance and covariance of the Yi can be estimated. Another example is in Bender et al. [10]which also has G(n,m) in the background, but there the object of study is the probabilityof connectedness of the random graph. In that case, the differential equation also gives anindication of trends in the process, but is not used in the same way as in the present notes.
 There are naturally some random graph processes to which the differential equation ap-proach has not been applied at all so far. The tree-growing processes such as that studied byMahmoud et al. [39] provide a good example.
 1.1 A brief look at the general method
 The basic idea is quite simple. Compute the expected changes in random variables of theprocess per unit time at time t and, regarding the variables as continuous, write down thedifferential equations suggested by the expected changes. Then use large deviation theoremsto show that with high probability the solution of the differential equations is close to thevalues of the variables.
 As mentioned above, this approach is standard in the study of continuous time processes,such as in the book by Kurtz [32]. (There the main emphasis is convergence in distribution,rather than bounding the probability of very rare events which is regularly required for com-binatorial applications.) Conversion to discrete can be done by simple relations between thediscrete time and continuous time processes (see Kurtz [32, Proposition 4.5]). Basically, thisis because the number of steps which the continuous time random process has taken after agiven (long) time is sharply concentrated. More recently, Aldous [2] examined the generali-sation of some of the results on the emergence of the giant component in random graphs inthe setting of continuous processes. A differential equation result on that type of problem ismentioned in [2, Section 5.2]. Those interested in working with integration and measures mayprefer the continuous version of this method. For combinatorialists, especially those familiarwith sharp concentration phenomena in the discrete setting, working entirely with discreteprocesses is no doubt easier.
 The theorem in Kurtz [31] used in [29] is stated for discrete processes. Being quite gen-eral, it is similar in spirit to Theorem 5.1, but only gives o(1) type bounds on the errors inprobability, whereas combinatorial applications often require bounds of the form O(n−C) (forsome particular constant C).
 One of the distinguishing features of the applications considered here, to graph processes,compared to many other applications of differential equations to random processes, is thatthe vector processes considered are quite often not Markovian. However, they do need to beclose to Markovian for the method to work, and fortunately this is often the case.
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1.2 Graph processes
 Most of the random processes we consider here are graph processes. By this we mean aprocess which begins with some starting graph (usually n isolated vertices) and repeatedlyadds edges randomly according to some stochastic rule. (Equivalently, there is a knownprobability distribution for the next edge or set of edges to be added.) At some point, whenthere are no more edges which can legally be added, the process becomes constant. Thisdetermines the probability space of sequences G0, G1, . . . where Gt is the tth graph in theprocess. If at time t no more edges can be added, then Gi+1 = Gi for all i ≥ t and we call Gt
 the final graph of the process. We will call the first such t the natural stopping time of theprocess.
 As an alternative, the starting graph G0 can be any given graph and during the processthe edges can be deleted at random. The natural stopping time of such a process is againwhen it becomes constant. Another process will use hypergraphs rather than graphs.
 For all our graph processes, Gt will denote the evolving graph (or hypergraph) at timet. Throughout, we use Yi(t) to denote the number of vertices of degree i in Gt, and withreference to any process in which edges are added, those edge(s) added at time t are denotedby At. In general At is permitted to be a set of edges. After the natural stopping time, Atwill be empty. We restrict the discussion here to processes that create no loops or multipleedges. It follows that the natural stopping time is finite in each case. If it is fixed at someinteger T , we may write G0, G1, . . . = G0, G1, . . . , GT . We will be interested in the behaviourof the process as n → ∞. Thus, we actually consider a sequence of random processes, eachwith starting graphs of different sizes. The behaviour of variables (such as Yi(t) which nowdepends on n) can in many cases be approximated well as n → ∞, and this is the type ofresult we aim for.
 It turns out that with most random processes like this, it is hard to tell what the prob-ability distribution of the final graph is. One exception to this is also perhaps the simplest,called the standard random graph process in Section 2. Another is a process which generatesregular graphs uniformly at random. But in general, the lack of knowledge about the precisedistribution of the process means that some non-elementary method such as that presentedhere will be crucial in determining the asymptotic behaviour of some features of the process,and, in particular, properties of the final graph. Even when the distribution of the finalgraph is “well known”, such as with random regular graphs, we can obtain results which havenot been obtained by other means by considering the random process generating the graphs.Examples of this occur in [42] and [61].
 1.3 Basic notation
 1.3.1 Graph Theory
 V (G) and E(G) are the vertex set and edge set, respectively, of a graph G. Unless otherwisespecified, V (G) = [n] = {1, 2, . . . , n}. We use d(v) for a vertex v to mean its degree (usuallythe graph is understood from context, but if not we may write dG(v)). ∆(G) denotes the
 5
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maximum degree of a vertex of G, and δ(G) the minimum. There should be no confusionbetween this and the Kronecker delta function
 δij =
 {1 if i = j,0 otherwise.
 The complete graph on n vertices is as usual denoted by Kn, and the complement of a graphG is denoted by G.
 1.3.2 Probability
 We use the notation P (probability), E (expectation), Var (variance) and u.a.r. (uniformly atrandom). Also, an eventB = Bn holds a.a.s. (asymptotically almost surely) if limn→∞P(Bn) =1.
 Po(λ) denotes the Poisson distribution with expectation λ. Thus, if X has distributionPo(λ) then P(X = i) = λie−i/i! for i ≥ 0.
 For probabilistic methods used in combinatorics, see [4].
 1.3.3 Other
 For any integer k ≥ 0,[x]k = x(x− 1) · · · (x− k + 1).
 The sequence x0, x1, . . . is denoted by 〈xi〉.
 2 Some random processes and their histories
 This is a description of the random processes which are investigated in detail in these notes,together with some background information. These are the ones with which I am most familiarand so represent a biased selection of the processes to which the differential equation methodhas been profitably applied. Other such processes are mentioned in Section 8.
 The first is the classic random graph process, which is mainly included for comparison.
 Standard random graph process.
 Here G0 = Kn, and choose At at random from the remaining non-adjacent pairs ofvertices. This stops when t =
 (n2
 ). This is a process such that the m’th graph in
 the sequence is distributed as in G(n,m), the probability space of (n,m)-graphs withuniform distribution.
 Min-degree graph process.
 This process does not seem to have appeared elsewhere, and is mainly included toprovide a simple but non-trivial example of the use of the differential equation method.G0 = Kn. Given Gt, choose a vertex u of minimum degree in Gt u.a.r., then a vertex v
 6

Page 7
                        

not adjacent to u in Gt u.a.r. Put At+1 = uv. The process finishes with the completegraph.
 As an example, if G4 is the example in Figure 1 and d = 2, then P(A5 = {6, 2}) = 1/16since u cannot be 2, P(u = 6) = 1/4, and P(v = 2 | u = 6) = 1/4. On the other hand,P(A5 = {6, 1}) = 1/8, since u can be either 1 or 6.
 1 2
 3
 45
 6
 Figure 1: A graph in a random process
 Degree bounded graph process.
 This process has a parameter d, where d ≥ 2 for non-triviality. G0 = Kn. Given Gt,choose u.a.r. a pair of non-adjacent vertices which both have degree strictly less thand. Put At+1 = uv. As in [50], for a given d, we call this simply the d-process. Theprocess stops when the graph induced by the vertices of degree less than d is a clique.For example, if G4 is the example in Figure 1 with d = 2, then the next edge added is{6, 1} with probability 1/5 since there are five vacant sites for edges to join two verticesof degree less than 2.
 This process has received a lot of attention (Rucinski and Wormald [50, 51] and variouspapers by Balinska and Quintas, for example [7]), due to an interesting question ofErdos, asking for the asymptotic distribution of the number of vertices of degree lessthan d in the final graph. This question was settled in [50] using the differential equationapproach together with some other arguments. It was shown that a.a.s. the final graphis regular if dn is even, and almost regular, with one vertex of degree d− 1 and the restof degree d, otherwise. Such a graph we call d-saturated.
 Degree bounded star graph processes.
 The degree bounded star graph process was introduced by Robalewska [45] (see [46, 47]).It also has a parameter d which determines the maximum degree of the vertices in thegraphs generated. It can begin with G0 = Kn. Here several edges are added in eachstep of the process, the idea being that a natural and quick way to generate a d-regulargraph is to “fill” the vertices one after another. Given Gt, choose u.a.r. a vertex v of
 7
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minimum degree in Gt, and d − d(v) other randomly chosen vertices of degree strictlyless than d. The edges from v to these vertices form a star, in fact a (d − d(v))-star.Gt+1 is formed by adding the edges of this star to Gt. For given d we call this simplythe star d-process. In this process, up to d edges are added in each step, and so thenumber of edges in Gt can be as large as td. This process stops when Gt is d-regularor, for some v of minimum degree, there are less than d− d(v) other vertices of degreestrictly less than d.
 This process is useful for generating random regular graphs, but the distribution isnot controlled. Other related random graph generation algorithms were given by Tin-hofer [57]. These processes could also be analysed using the differential equation ap-proach.
 Process generating random regular graphs
 What is the size of the largest independent set (also called stable set) in a d-regulargraph? Finding the answer requires solving an NP-complete problem. Here, we areinterested in this question when the graphs are chosen u.a.r. Lower bounds on thisnumber were obtained in [61] by studying the standard model (called the configurationor pairing model) for uniformly generating random regular graphs. In this way, theperformance of algorithms for finding large independent sets in regular graphs can bestudied.
 The model (see Bollobas [12] for example) can be described as follows. Take dn pointsin n buckets labelled 1, 2, . . . , n, with d in each bucket, and choose u.a.r. a pairingP = p1, . . . , pdn/2 of the points such that each pi is an unordered pair of points, andeach point is in precisely one pair pi. If no pair contains two points in the same bucket,and no two pairs contain four points from just two buckets, then we can produce a d-regular graph by joining two distinct vertices i and j if some pair has a point in bucketi and one in bucket j. The d-regular graphs on n vertices are all produced with equalprobabilities. In any discussion of this model and algorithms on d-regular graphs in thispaper, we assume that dn is even to avoid parity problems.
 We redefine this process slightly by specifying that the pairs are chosen sequentially.Actually it is useful to consider a whole variety of processes, each of which produces apairing chosen u.a.r. These arise from the fact that in choosing the pairs in the randompairing sequentially, the first point in the next random pair can be selected using anyrule whatsoever, as long as the second is chosen u.a.r. from the remaining points. Forexample, one can insist that the next point chosen comes from the lowest-labelled bucket(i.e. vertex) available, or from the vertex containing one of the points in the previouscompleted pair (if any such ponts are still unpaired). As a consequence of this, for anyalgorithm being applied to the final random graph, the process for generating the pairscan be determined by the order in which the algorithm queries the edges of the graph,and this order can be defined dynamically. Two special cases of such a process will betreated, arising from two algorithms for finding independent sets of vertices. This wasdone in [61] to obtain lower bounds on the expected size of a maximal independent set
 8
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in a random d-regular graph. One of these algorithms, the degree-greedy algorithm, wasalso studied by Frieze and Suen [21] in the case d = 3 (and called MINGREEDY). Theirargument relies on a result from Frieze et al. [20] which used a differential equationapproach to approximate the number of vertices of degree 0 in the random process.
 An approximation algorithm for another graph function, the dominating number, canbe studied in the same way for random regular graphs (see Section 8). Undoubtedly,there are still more that can be done in this way.
 One can also ask for properties of the evolving graph during the generation of a randomregular graph by the method above, if the pairs are chosen u.a.r. at each step. Aftert pairs have been chosen, plenty of properties can be deduced by direct computation,because all sets of t non-intersecting (i.e. pairwise disjoint) pairs are equally likely.However, for some of the more recalcitrant questions, the differential equation approachmay help. Molloy and Reed [42] have examined the size of the largest component in theevolving graph in this way.
 Finding the k-core of a random graph
 The k-core of a graph G is the unique maximal subgraph of minimum degree at least k.We discuss here only the case k ≥ 3; most aspects of the case k = 2 are much simpler.To find the k-core of G one can begin by deleting all the vertices of degree less than k inG. During these deletions, the degrees of some other vertices can fall below k, which arethen deleted in a second round, and so on. This is continued until no vertices of degreeless than k remain. The resulting graph is the k-core of G. The process discussed hereis a slowed-down version of this: beginning with G, choose a random vertex of degreeless than k, delete it, and then repeat.
 In [44] this random process was applied to a random graph with m edges, to show thata.a.s. in G(n,m) the k-core first appears at time m ∼ c1(k)n and with size (number ofvertices) ∼ c2(k)n. Both c1 and c2 were determined, as well as a.a.s. the asymptotic sizeof the k-core for larger m’s. The success of this work lay in the choice of the process.The mass deletion process mentioned above takes steps which are seemingly too largeto analyse precisely in the limit (though bounds on the threshold of appearance of thek-core were previously obtained in just this way — see Molloy [40]). Other processes,such as the even more slowed-down process of randomly deleting a random edge incidentwith a vertex of degree less than k, were also considered but don’t seem amenable toanalysis. An important feature of the chosen process is that at each stage the graphremains random subject to a simple set of random variables which also determine thetransition probabilities at each step. No other simple, slow process with this feature hasbeen found for this problem. This was one of the recent big successes of the differentialequation method, so quite a lot of attention is devoted to it in these notes.
 Greedy packing process
 The starting object of this process is some k-uniform hypergraph G0, so all hyperedgesof G0 contain exactly k vertices. We assume k ≥ 3. Gt+1 comes from Gt by selecting
 9
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one hyperedge u.a.r., marking its vertices, and deleting the hyperedge as well as allthe hyperedges intersecting it. The process stops when no hyperedges remain. Themain item of interest is the number of vertices remaining unmarked when the processfinishes. This is called greedy packing because it greedily selects a set of mutually non-intersecting hyperedges (packing of hyperedges). Hence, unmarked vertices are calleduncovered . For a good non-trivial example, take G0 to be the hypergraph whose verticesare the edges of the complete graph Kn, and whose edges are the triangles of Kn. Thenthe process just repeatedly deletes triangles from Kn until no triangles remain, and thequestion is how many edges remain. Joel Spencer has offered $200 for a proof that theanswer is n3/2+o(1) a.a.s.
 The interest in this type of question stems from Rodl’s solution [48] of an old conjectureof Erdos and Hanani on existence of near-perfect Steiner systems. This was the origin ofRodl’s “nibble” method, which was used by several authors to obtain results showing theexistence of packings which cover almost all the vertices of hypergraphs. For a simplehypergraph; that is, one in which any two vertices are in at most one hyperedge, it canbe extended further. The best known result is the recent theorem of Alon et al. [3] thata simple k-uniform, D-regular hypergraph on N vertices has a packing which covers allvertices but at most O(ND−1/(k−1)) if k > 3 and O(ND−1/2 ln3/2 D) if k = 3.
 However, it is not known how good a packing the greedy algorithm produces. Rodland Thoma [49], and Spencer [55] show that if the degrees of G0 are all D(1 + o(1))with D → ∞ and the co-degrees (numbers of common hyperedges in which the pairsof vertices lie) are all o(D) then the greedy algorithm almost surely leaves o(|V (G)|)vertices uncovered. Grable [24] recently improved this to n7/4+o(1) for the above example
 of triangles in Kn (in which N =(n2
 )) and states that his argument generalises to the
 bound ND−1/2(k−1)+o(1) for k-uniform D-regular simple hypergraphs on N vertices.
 Thus far, all the results obtaining upper bounds stronger than o(N) on the number ofuncovered vertices assume the initial hypergraph G0 is simple and regular. It was onlyvery recently that the result of the greedy algorithm was shown to be below N1−ε forsome ε > 0 [24].
 The processes we study here also assume that G0 is simple, as well as some other con-ditions on the degrees of the vertices which allows them to vary a little. The conclusionis that the greedy algorithm a.a.s. leaves o(|V (G)|1−ε) vertices uncovered. This proofis not very complicated and the value of ε which results can be improved with a littlework (but some non-trivial modification would be required to equal or better Grable’sresult).
 The approach taken here with greedy packing and differential equations has a lot incommon with the Rodl nibble method and adaptations such as used by Grable [24]. Inthe original nibble method (as applied to this problem), a small number of hyperedgesare selected at random, clashing ones (which intersect) are thrown away or otherwisedealt with so that the degrees in the hypergraph do not differ too much, and thenthis is repeated. In [49] and [24] the greedy algorithm is analysed in roughly this
 10
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way. In the present article there is a step in the proof of Theorem 5.1 which uses asupermartingale spanning a number of steps; this is an analogue of a nibble, and theidea is repeated in proving Theorem 7.1 on the packing process. On the other hand, thedifferential equation method has no need to take nibbles. This is done in Theorem 5.1for convenience of obtaining a general theorem. Swallowing the process whole tendsto give stronger results, as shown in Section 5.2. The relationship between the twoapproaches is not yet fully explained.
 3 Preliminary investigations
 In this section we examine some of the processes defined above and make some conclusionsbased on the non-rigorous assumption that everything goes more or less at the expected rate.The sharp concentration of the variables which is required in these assumptions is discussedrigorously in Section 5.3.
 3.1 Min-degree graph process: phase 0
 In order to study the structure of the evolving graph Gt in the min-degree graph process, afirst step is to find the expected number of vertices of given degree. The process goes throughvarious phases: when the minimum degree is k, the vertices of degree k disappear at a higherrate than they do at any other time. Let us say that at time t the process is in phase kif δ(Gt) = k. That is, recalling Yi(t) denotes the number of vertices of degree i in Gt, k isminimum such that Yk(t) > 0.
 Phase 0 is the easiest to analyse, so this is taken separately in this discussion as a simpleexample. During this phase, for each new edge At+1 the first vertex u has degree 0, and thesecond v has
 P(d(v) = i) =Yi(t)
 n− 1(3.1)
 since v is free to be any vertex apart from u.As an aside, note that the vector process Y = (Y0, Y1, . . . , Yn−1) is Markovian; that is,
 its distribution at time t + 1 is determined by its value at time t independently of its earlierhistory. This suggests a quite valid next step in the analysis, namely to compute all thetransition probabilities in the Markov chain. This is a straightforward approach, but in manycases it leads to rather complicated formulae before an almost miraculous simplification occurswhen computing the expected change in the variables. Instead of taking this course, we preferto work out the expected changes by considering the contributions from the various possiblesources, thereby avoiding the sometimes complicated intermediate formulae.
 When the edge At+1 is added, the change in Yi has contributions from two sources; namely,the change in degree of u and the change in degree of v. The former only affects Y0 and Y1,since u changes from degree 0 to degree 1. The latter can affect Yi in two ways: it can changefrom i − 1 to i, increasing Yi by 1, or from i to i + 1, decreasing Yi by 1. Separate these
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possibilities by defining indicator variables Xi, for the event d(v) = i. Then
 Y0(t+ 1) = Y0(t)− 1−X0,
 Y1(t+ 1) = Y1(t) + 1 +X0 −X1,
 Yi(t+ 1) = Yi(t) +Xi−1 −Xi for i ≥ 2.
 In other words,Yi(t+ 1) = Yi(t)− δi0 + δi1 +Xi−1 −Xi.
 Taking expectations, we have by linearity of expectation
 E(Yi(t+ 1)− Yi(t) | Gt) = −δi0 + δi1 + EXi−1 − EXi
 = −δi0 + δi1 +Yi−1(t)− Yi(t)
 n− 1(3.2)
 in view of (3.1), where Y−1(t) is taken to be 0.If we now imagine interpolating these variables Yi, which are defined only at the non-
 negative integers, by real functions, and presume that the changes in the functions are equalto their expected changes, we obtain a system of differential equations for Yi(t), (i = 0, 1, . . .):
 Y ′i (t) = −δi0 + δi1 +Yi−1(t)− Yi(t)
 n− 1(i ≥ 0).
 It should be emphasised that these differential equations are only suggested (at this stage).However, the steps of the process are almost independent, in a sense to be exploited inSection 5.1, where it is shown that the Yi are indeed concentrated near the values suggestedby the solution of these equations.
 The nature of the limiting behaviour as n→∞ can be emphasised by considering scaledversions of the variables which approach fixed functions in the limit. For i ≥ 0, we define areal function zi(x) to model the behaviour of 1
 nYi(xn). Then, since n− 1 ≈ n in the limit, the
 above differential equations become
 z′i(x) = −δi0 + δi1 + zi−1(x)− zi(x) (i ≥ 0) (3.3)
 where z−1(t) = 0 for all t. The initial conditions are z0(0) = 1 and zi(0) = 0 for i > 0.These equations are easily solved one by one, beginning with z′0(x) = −1−z0(x), z0(0) = 1.
 This is first-order linear; the solution is
 z0(x) = 2e−x − 1. (3.4)
 From here we find z1(x) = 2xe−x, and then in general for i > 0
 zi(x) =2xi
 i!ex. (3.5)
 We will show that (3.4) and (3.5) represent the “shape” of a typical process.
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Theorem 3.1 Take any function a = a(n) for which 1 ≤ a ≤ n. For λ and s satisfyingλ = o(ln 2− s), with probability 1−O( a
 λe−nλ
 3/8)
 Yl(t) = nzl(t/n) +O(λn)
 uniformly for all 0 ≤ l ≤ a− 1 and 0 ≤ t ≤ sn.
 The proof is in Section 5.3.By taking for example a = n, λ = n−1/4 and s = ln 2 − n−1/5, we obtain very sharp
 concentration of all the Yi(t) near nzi(xn) until t is within n4/5 of n ln 2. From here, since Y0
 decreases in each step by at least 1, Y0 inevitably reaches 0 within another O(n4/5) steps, thatis, with t ∼ n ln 2, at which point the evolving graph has approximately n ln 2 edges. (Thesame conclusion comes by applying the theorem with a = 1.) When Y0 reaches 0, phase 1finishes and phase 2 begins.
 3.2 Min-degree graph process: later phases
 A similar analysis applies to phase k for k = 1, 2, . . .. There is a complicating factor herehowever, that there may be edges already present between vertices of degree k and othercandidate vertices to join to. We call these nuisance edges. Note that one cannot determine,merely from the degree sequence of Gt, the numbers of nuisance edges between the vertices ofvarious degrees. On the other hand, the previous history of the process affects the distributionof these numbers, which are random variables. As a result of this, the vector process Y =(Y0, Y1, . . . , Yn−1) is not Markovian. (This is not a proof, but this statement is easily verifiedeven in the case k = 1.)
 However, until the graph Gt is fairly dense, these nuisance edges should be quite rare,and so should not affect the general trend. So, for now, we ignore them. Within each phase,the assumption that the random variables Yi behave as expected leads again to the equations(3.3), but with two differences. This first is that the equations now only apply for Yi withi ≥ k, −δi0 + δi1 becomes −δik + δi(k+1) and Yk−1 is taken as 0. The second is that theinitial conditions are determined by the previous phase, for which we can take the solutionsof the differential equations (3.3). This leads to a rather complicated set of functions zi,even for phase 1 where the initial conditions are given by (3.5) with x = ln 2. However, thesolution can be obtained recursively, and it can be verified that zi in phase k can be writtenas Pk,ie
 −x − δik where the Pk,i are polynomials in x with Pk,i+1 =∫Pk,i dx, the constant of
 integration determined by the initial conditions at the beginning of phase k. For example, inphase 1, z1 = 2(1+ln 2)e−x−1. The end of phase 1 is thus represented by x = ln 2+ln(1+ln 2),so we expect the evolving graph to have approximately (ln 2+ln(1+ln 2))n edges when phase2 begins. These results about the process can easily be made precise like Theorem 3.1, andproved inductively phase by phase.
 3.3 Degree bounded graph process
 Given d, this process (the d-process) adds edges randomly subject to the degree of verticesnot exceeding d. Here we take d fixed. Unlike the min-degree graph process, the degree
 13

Page 14
                        

bounded process is “smooth” in that there are no identifiable phases. However, the processis less “well rounded” at the end: the final graph can in general be any graph on n verticeswhich is edge-maximal subject to the condition ∆ ≤ d.
 As before, for 0 ≤ i ≤ d let Yi(t) denote the number of vertices of degree i in Gt. Sincevertices of degree d are ineligible for receiving an edge, the number of sites available for At is
 Q(t) =
 (n− Yd(t)
 2
 )− F (t)
 where F (t) denotes the number of nuisance edges; that is, edges already present betweenvertices of degree less than d. We will have some control over Yd(t) but very little controlover the random variable F (t). Luckily, it does not affect matters too much since d is fixed:the trivial bound F (t) ≤ dn/2 gives
 Q(t) =1
 2(n− Yd(t))2 +O(n). (3.6)
 However, note that as is the case for the min-degree graph process, the vector process Y =(Y0, Y1, . . . , Yd) is not Markovian.
 The probability that At+1 occupies any one of the available places is1
 Q(t). Next, what is
 the expected change in the variables Yi in a single step of the process? In order to providea simple example, we examine d = 2 separately and in more detail. The treatment of thegeneral case in Section 3.3.2 does not depend on Section 3.3.1.
 3.3.1 The 2-process
 In [50] it was the behaviour of the number of vertices of degree 0 that lead to the maintheorem, that the d-process almost always results in a d-regular graph (or almost d-regular,in the sense that one vertex has degree d − 1 instead). Then in [51] various properties ofthe process were obtained in the case d = 2. Underlying this was the behaviour of the basicprobability in the process, which is determined by Q(t). In this section we consider the generalbehaviour of Q(t) when d = 2.
 Given Gt, the probability that the edge At+1 joins two vertices of degree 0 is just the
 number of such pairs of vertices divided by the number Q(t) of available places, or(Y0(t)
 2
 )/Q(t).
 The probability it joins a vertex of degree 0 to one of degree 1 is Y0(t)Y1(t)/Q(t). Hence
 E(Y0(t+ 1)− Y0(t) | Gt) =−2(Y0(t)
 2
 )− Y0(t)Y1(t)
 Q(t). (3.7)
 But note that the number of edges in Gt is t = 12(Y1(t) + 2Y2(t)) by counting degrees, and
 alson = Y0(t) + Y1(t) + Y2(t). (3.8)
 Eliminating Y2 from these, we find
 Y1(t) = 2(n− t− Y0(t)) (3.9)
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and so, from (3.8) and (3.6),
 Q(t) =1
 2(2n− 2t− Y0(t))2 +O(n) (3.10)
 ∼ 1
 2(2n− 2t− Y0(t))2 (3.11)
 provided n−t√n→∞. Here we used the bound Y0(t) ≤ n− t, which can be inferred from (3.9).
 Thus, again using (3.9), (3.7) becomes (after a little algebra and dropping an insignificantterm)
 E(Y0(t+ 1)− Y0(t) | Gt) =−2Y0(t)
 2n− 2t− Y0(t)+ o(1) (3.12)
 provided n−t√n→∞. Defining z(x) to model 1
 nY0(xn), as in Section 3.1, suggests the differential
 equation
 z′(x) =−2z(x)
 2− 2x− z(x). (3.13)
 The general solution of this is2(1− x) = z(C − ln z). (3.14)
 Since Y0(0) = n, the initial condition is z(0) = 1, and so
 z(2− ln z) = 2(1− x) (3.15)
 (but see also Section 3.3.3 for a different way to arrive at this result). The conclusion is thatthe number of vertices of degree 0 in Gt is a.a.s. close to nz(t/n). This is made precise inTheorem 5.2. The behaviour of Q(t) is also obtained now via (3.11).
 In [51], a version of this approximation result was proved, and using this it was shownthat the expected number of cycles in the final graph Gn of this process is at most 3 + log n.Properties of the number of short cycles were also obtained, as discussed in Section 3.3.4.
 More precise results on numbers of cycles and the probability that Gn is hamiltonian werelater determined in [58] (see Section 5.4).
 3.3.2 The d-process for arbitrary d
 In general, the nuisance edges complicate the formula analogous to (3.7) for Y1, Y2 etc., so wework with approximations. We need one preliminary inequality. Noting that dn/2− t is thenumber of extra edges which Gt would need to make a d-regular graph, which cannot exceedhalf of the deficiency in all the vertex degrees less than d, we have
 dn− 2t ≤ d(n− Yd(t)). (3.16)
 Given Gt and i < d, the expected number of vertices of degree i which are changed to degreei+ 1 by the addition of the edge At+1 is
 Yi(t)(n− Yd(t)− 1) +O(n)
 Q(t)=
 2Yi(t)
 n− Yd(t)+O
 (n
 (n− Yd(t))2
 )
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provided dn/2−t√n→ ∞. Here the error term O(n) on the left is due to those sites already
 occupied by edges. The error term on the right is from (3.6) and Yi(t) < n. In the following,we assume t < n(d/2− ε) for some ε > 0. Then in view of (3.16), this expression becomes
 2Yi(t)
 n− Yd(t)+O
 (n−1
 ). (3.17)
 As (3.17) contributes negatively to the expected increase of Yi(t), and positively to thatof Yi+1(t) for i < d, we now obtain for 0 ≤ i ≤ d
 E(Yi(t+ 1)− Yi(t) | Gt) =2(1− δi0)Yi−1(t)− 2(1− δid)Yi(t)
 n− Yd(t)+O
 (n−1
 ). (3.18)
 Here the Kronecker δ terms ensure that Yi−1(t) is ignored when i = 0, as is Yi(t) when i = d.Introducing zi(x) to model 1
 nYi(xn) as before, the suggested differential equations are
 z′i(x) =2(1− δi0)zi−1(x)− 2(1− δid)zi(x)
 1− zd(x), i = 0, 1, . . . , d. (3.19)
 The initial conditions are z0(0) = 1 and zi(0) = 0 for all other i. These equations were givenfor this process in [61], without a solution. In the following subsection we derive a solutionwithout “solving” them!
 Theorem 3.2 Let zi, 0 ≤ i ≤ d be the solutions of (3.19), and λ = o(1). Then withprobability 1−O( 1
 λe−nλ
 3/8)Yl(t) = nzl(t/n) +O(λn)
 uniformly for all 0 ≤ l ≤ d and 0 ≤ t < n(d/2− ε).
 Sharp concentration is shown by taking λ = n−1/4 for instance.An improvement of this theorem (see Section 5.4) can be obtained which applies to values
 of t much closer to the natural end of the process, which occurs by time nd/2. A result likethis (but with only an upper bound on Y0) was used together with an easy argument [50,Corollary to Lemma 3.1] to show that a.a.s. Y0(t) = 0 for some t with nd/2− t→∞. Fromthis it was shown that the final graph of the d-process is a.a.s. d-saturated.
 3.3.3 Probabilistic solution to the differential equations
 Some of the justification of the argument in this section is only sketched. Since the argumentis merely a device to find a solution to (3.19), this is acceptable. On the other hand, thediscussion here also serves as a simple example of an approach which is useful for calculatingother things about processes, such as in the next section.
 From Theorem 3.2 and (3.6), with probability 1−O(n−K) (for any fixed K)
 Q(t) ∼ 1
 2n2α2(t) (3.20)
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where α(t) = 1 − zd(t/n). This and the other statements in this section apply only for timet < n(d/2 − ε) for some ε > 0. (The process ends anyway by the time nd/2.) By (3.16), wecan assume throughout that α(t) ≥ ε′ for some ε′ > 0. Now “forget” where α came from,and ask what is implied by the knowledge that Q(t) is usually close to some fixed function asgiven by (3.20). If the concentration is sharp enough, we can determine the expected numberof vertices of given degrees, as follows.
 Let u ∈ [n]. With knowledge of Q(t) and Yd(t) we can compute approximately theprobability that At+1 is incident with u. If d(u) = i, the number of places an edge cango incident with u is between n − 1 − i − Yd(t) and n − 1 − Yd(t), and hence approximatelynα(t). Thus, defining Ht to be the event that At is incident with u,
 P(Ht+1) ∼ nα(t)
 Q(t)∼ 2
 nα(t), (3.21)
 P(Ht+1) ∼ 1− 2
 nα(t)∼ exp
 (− 2
 nα(t)
 ). (3.22)
 The probability that u has degree k < d in Gs can be calculated by classifying processesaccording to the times t1 +1, . . . , tk+1 that the edges arrive. The probability of not receivingedges at any of the other times is the product of (3.22) over all 0 < t < s apart from t =t1, . . . , tk. Including these extra k factors in this product makes no difference asymptotically,and so the probability of not receiving edges at the undesired times is approximately (seejustification below)
 s−1∏
 t=0
 exp
 (− 2
 nα(t)
 )= exp
 (−
 s−1∑
 t=0
 2
 nα(t)
 )≈ exp
 (−∫ s/n
 0
 2
 nα(t)dt
 )= e−λ(x),
 where we define
 λ(x) =∫ x
 0
 2
 nα(t)dt (3.23)
 and x = s/n. The probability that u does receive edges at all of the desired times is theproduct of (3.21) for t = t1, . . . , tk, and so
 P(dGs(u) = k) ≈ e−λ(x)∑
 0≤t1<···<tk<s
 k∏
 i=1
 2
 nα(ti)
 ≈ e−λ(x) 1
 k!
 ∑
 0≤t1<···<tk<s
 k∏
 i=1
 2
 nα(ti)
 = e−λ(x) 1
 k!
 k∏
 i=1
 s−1∑
 t=0
 2
 nα(t)
 ≈ λ(x)ke−λ(x)
 k!. (3.24)
 We pause here to note that the requirement in making this argument rigorous is to showthat the approximations in (3.21) and (3.22) are valid also when conditioning on the events
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that up until time t, the edges incident with u arrived precisely at the prescribed times. Sinceα > ε′, this event turns out to have probability at least C(ε)n−d (strictly, this is shown byusing this justification inductively — see [51, Theorem 1] for the details of an argument justlike this one) and (3.20) holds with probability at least 1−O(n−d−1), so conditioning on suchevents makes no difference to the conclusion.
 Interestingly, (3.24) shows that the distribution of the degree of any given vertex in Gs isasymptotically the same as the distribution of min{X, d} where X is a Poisson variable withmean λ(s/n). This determines Yk(t)/n, and hence zk(x) (approximately), for i < d, in termsof λ(x). Another equation comes from the fact that the sum of zi must equal 1 since the totalnumber of vertices is n. Thus we are lead to
 zi(x) =λ(x)ie−λ(x)
 i!(0 ≤ i < d− 1), zd(x) = 1−
 d−1∑
 i=0
 zi(x). (3.25)
 It is easily verified that these functions satisfy the differential equations (3.19) for i < d.However, all the variables are expressed in terms of the unknown function λ(x). This isdetermined by the differential equation in (3.19) for i = d. However, it is simpler to findanother equation, solve for λ, and then check that the differential equation in (3.19) is satisfied.Note that Gs has s = 1
 2
 ∑di=1 Yi(s) edges. So, from the approximate equality of Yk(t)/n and
 zk(x),d∑
 i=0
 izi(x) = 2x. (3.26)
 Eliminating zd between this and (3.25), we obtain
 e−λ(x)d−1∑
 i=0
 (d− i)λ(x)i
 i!= d− 2x.
 This implicitly determines λ(x) and hence all the zi(x). Finally, it is easy to check that theequation for z′d(x) is satisfied, by differentiating (3.26) and using the equation for zd in (3.25).
 3.3.4 Distribution of short cycles in the 2-process
 In the previous section the vertex degree distribution was obtained purely from the knowledgeof Q contained in (3.20). The same methodology was used in [51] to obtain the distributionof short cycles in the final graph Gn of the 2-process. There it was shown that in Gn thenumber of cycles of length l is asymptotically Poisson for fixed l ≥ 3. The same method ofproof actually gives the fact that the numbers of cycles of given lengths up to some fixedbound are asymptotically independent Poisson. For l = 3 the mean was shown to converge
 to 12
 ∫∞0
 (log(1+x))2
 xexdx ≈ 0.1887. This is close to but, significantly, different from the expected
 number of triangles in a 2-regular graph selected uniformly at random, which is 16
 (see Bol-lobas [11] or Wormald [60]). For l ≥ 3, the mean was found in the form of a rather intractiblen-fold integral.
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Underlying the proofs was knowledge of the concentration of Q. The required concen-tration is easily deduced from the concentration of Y0 given in Theorem 5.2 of the presentpaper.
 Here is a description of the argument (sketching some of the details, as in the previoussection). It uses the method of moments. For this, define the random variable Xl to denotethe number of cycles of length l in Gn. One then computes the factorial moments E[Xl]kof Xl, checks that they tend towards the factorial moments λk of a Poisson variable, andconcludes that the variable is asymptotically Poisson, that is
 P(Xl = j) ∼ λj
 j!ej. (3.27)
 See Bender [8], Bollobas [12], Alon, Spencer and Erdos [4] for general descriptions of thismethod in the combinatorial setting.
 We examine only l = 3 with k = 1 in detail, since the other cases are done the same way.For {u, v, w} ⊆ [n], consider the indicator variable Wuvw for the event that uvw is a triangleof Gn. Then X3 =
 ∑Wuvw. So by linearity of expectation
 EX3 =∑
 EWuvw =
 (n
 3
 )EW123 =
 (n
 3
 )P(W123 = 1) (3.28)
 since by symmetry, each of these(n3
 )indicator variables has the same expectation.
 The event W123 = 1 can be partitioned into the events
 Tq,r,s = {Aq = {1, 2}} ∧ {Ar = {1, 3}} ∧ {As = {2, 3}}where q, r and s are distinct and 1 ≤ q, r, s ≤ n. We first compute the probabilities of theseevents approximately, assuming
 Y0(t) ∼ nz(t/n) (3.29)
 where z is given by (3.15), and then describe the justification of this and the other approxi-mations which use it.
 To find the probability of Tq,r,s we need to estimate the probability of not hitting thevertices 1, 2 or 3 except with the edges Aq, Ar and As. So consider the complementaryprobability, of hitting one of these vertices. Take fixed values of q, r and s, and assumewithout loss of generality q < r < s. The number of ways to add an edge to Gt such that theedge is incident with at least one of the vertices {1, 2, 3} is
 3(n− Y2(t)− 3) + 3 if t < q,
 3(n− Y2(t)− 3) + 2 if q ≤ t < r,
 2(n− Y2(t)− 2) + 1 if r ≤ t < s, and
 0 if t ≥ s.
 In view of (3.11) and (3.29), write
 Q(t) ≈ n2
 2v(x)2 (3.30)
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where
 x =t
 n, v(x) = 2− 2x− z(x). (3.31)
 From (3.9) and (3.29) we have
 n− Y2(t) = Y0(t) + Y1(t) ≈ nv(x).
 The probability that At+1 is incident with at least one of the vertices 1, 2 or 3 is obtained bydividing the expressions above by Q(t). Neglecting terms which are O(1/Q(t)) and using theapproximations for Q(t) and n− Y2(t), this is
 6
 nv(x)if t < r,
 4
 nv(x)if r ≤ t < s, and 0 if t ≥ s.
 This leads to the expression
 q−2∏
 t=0
 (1− 6
 nv(x)
 )≈ exp
 q−2∑
 t=0
 −6
 nv(x)≈ exp
 ∫ q/n
 0
 −6
 v(x)dx
 for the probability of not hitting {1, 2, 3} with any At+1 for t < q. The summation here is aRiemann sum for the integral, and the approximations are justified as long as v(x) is boundedaway from 0, or at least does not go to 0 too quickly with n. (This statement is justifiedin [51] using a sharp concentration result similar to, but actually weaker than, that obtainedhere in Theorem 5.2. The basic problem is that of estimating probabilities of the conjunctionsof events such as Aq = 12 and Ar = 13, and the justification is similar to that described in theargument in Section 3.3.3. The speed with which v(x) is permitted to go to 0 leads to somecomplications which we omit from this sketch.) For q < t < r we obtain a similar expressionwith lower limits q or q/n and upper limits r − 2 or r/n, and for r < t < s we get
 s−2∏
 t=r
 (1− 4
 nv(x)
 )∼ exp
 s−2∑
 t=r
 −4
 nv(x)∼ exp
 ∫ s/n
 r/n
 −4
 v(x)dx .
 This is all an estimate of the probability that the process does not join any edges to thevertices {1, 2, 3} at the wrong times. On the other hand,
 P(Aq = 12) =1
 Q(q − 1), P(Ar = 13) =
 1
 Q(r − 1), P(As = 23) =
 1
 Q(s− 1),
 where these probabilities are conditional on Gq, Gr and Gs respectively. Estimating each ofthese using (3.30) and assuming they are asymptotically independent of the probabilities ofnot hitting at the other times (which also follows from the conditioning argument as mentionedabove) leads to
 P(Tq,r,s) ∼8
 n6(v( qn)v( r
 n)v( s
 n))2
 exp
 (−6
 ∫ r/n
 0
 dx
 v(x)− 4
 ∫ s/n
 r/n
 dx
 v(x)
 ).
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From (3.13) and (3.31), v(x) = −2z(x)z′(x)
 and so
 ∫ dx
 v(x)=∫ −z′(x)
 2z(x)dx =
 − ln z(x)
 2+ C .
 Since z(0) = 1, this simplifies the exponent to 2 ln(z( rn)) + 4 ln(z( s
 n)) and the result is
 P(W123 = 1) =∑
 1≤q,r,s≤nP(Tq,r,s)
 = 6∑
 1≤q<r<s≤nP(Tq,r,s)
 ∼ 6∑
 1≤q<r<s≤n
 8z( rn)(z( s
 n))2
 n6(v( qn)v( r
 n)v( s
 n))2
 ∼ 48∫ 1
 0
 ∫ 1
 x1
 ∫ 1
 x2
 z(x2)(z(x3))2
 n3(v(x1)v(x2)v(x3))2dx3 dx2 dx1
 where there is negligible error in replacing the sum by the integral. (The justification of thisis omitted in this sketch — this is where it is important how close to 1 x is permitted to getin the above argument, since v goes to 0.)
 Now by (3.28), since(n3
 )∼ n3/6,
 EX3 ∼ 8∫ 1
 0
 ∫ 1
 x1
 ∫ 1
 x2
 z(x2)(z(x3))2
 (v(x1)v(x2)v(x3))2dx3 dx2 dx1.
 Setyi = v(xi)/z(xi).
 Then by (3.31), (3.15) and (3.13)
 yi = 1− log z(xi), dyi =2dxiv(xi)
 .
 With this change of variables, and since y(z(0)) = y(1) = 1 and limx→1
 y(z(x)) = limz→0
 y(z) =∞,
 EX3 ∼ 8∫ ∞
 1
 ∫ ∞
 y1
 ∫ ∞
 y2
 ey1−y3
 y1y2y3
 dy3 dy2 dy1 .
 where the factor z(x3)/z(x1) was replaced by ey1−y3 by the definition of yi. This integralbecomes ∫ ∞
 1
 ∫ ∞
 y1
 ey1−y3(log y1 − log y3)
 y1y3
 dy3 dy1
 upon reversing the order of the second and third integrals. Making the substitutions
 x = y3 − y1,
 y = log y3 − log y1
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gives
 EX3 ∼∫ ∞
 0
 ∫ log(x+1)
 0
 e−xy
 xdy dx ∼ 1
 2
 ∫ ∞
 0
 (log(1 + x))2
 xexdx,
 which gives the above-mentioned integral formula for λ in (3.27) when l = 3.To establish the fact that X3 is asymptotically Poisson, we can show that its factorial
 moments, for example E(X3(X3 − 1)), behave as required for (3.27). The argument is verysimilar to that for EX3, so we do not include the details here.
 3.4 Degree bounded star graph process
 3.4.1 The star d-process in general
 This process resembles the min-degree graph process, since it progresses through phases sep-arated by the times at which the minimum degree of Gt increases. Again, phase i denotes theset of t for which δ(Gt) = i. We will take d to be fixed.
 An important simplifying feature of the star d-process compared to the ones above concernsthe nature of the vector process Y(t) = (Y0(t), . . . , Yd(t)). The source of this simplification isthe fact that there cannot be any nuisance edges joining a newly selected vertex and the othervertices of degree less than d. This is because at each step, at least one end of every edge hasdegree d. The vertices of degree less than d hence form an independent set in Gt, and so it isclear that the probability distribution of Y(t+ 1) is determined entirely from Y(t). It followsthat the vector process Y(t) is Markov. The advantage of this is that in the analysis of theexpected change of the variables in one step conditional on Y(t), there is no need for an errorterm of the sort occuring in (3.17). However, the differential equations associated with thisprocess unfortunately seem to have more complicated solutions than for the d-process, evenfor d = 2.
 We can argue as in Section 3.3.2. If the process is in phase k at time t, when the star isadded to form Gt+1 the centre of the star changes from degree k to degree d. In addition,the expected number of other vertices changing from degree i to degree i+ 1 is (d− k)(Yi −O(1))/(n− Yd(t)− 1) for i ≤ d− 1. This is because the other vertices in the star are chosenu.a.r. from the n− Yd(t)− 1 vertices of degree less than d. The O(1) error term accounts forthe fact that during the process of adding these d−k edges one by one, the value of Yi and ofthe denominator can change by O(1). (However, as mentioned above, since Y(t) is Markov,it is possible to compute this error term explicitly. At this point we include such an errorterm for minor simplification of the formulas and argument rather than by necessity as it wasfor d-processes.) So provided n− Yd(t)→∞, the expected increase in Yi in this step is
 δid − δik +(d− k)(Yi−1(t)− Yi(t))
 n− Yd(t)+ o(1).
 Following [45, 47], write Zi =∑i−1j=0 Yj, the number of vertices of degree strictly less than
 i. (This seems to give slightly simpler equations than considering Yi.) The expression abovenow becomes
 −1− (d− k)(Zi(t)− Zi−1(t))
 Zd(t).
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Writing z(x) = 1nZ(xn), the differential equations suggested are
 z′i(x) = −1− (d− k)(zi(x)− zi−1(x))
 zd(x)(3.32)
 for i = k + 1, . . . , d, where z0, . . . , zk are defined to be 0. As zi corresponds to Zi, the initialconditions for phase 0 of the process are zi = 1 for all i > 0.
 A result like Theorems 3.1 and 3.2 can now be stated, which says that the Zi are a.a.s. closeto the functions nzi(t/n). The validity extends until the time that Zk becomes 0, which mustbe close to xk where xk is the first positive solution of zk(x) = 0 (see the proof of Theorem 3.2in Section 5.3 for a similar argument). Since phase 0 finishes when Y0 first becomes 0, andY0 decreases by at least 1 in each step in phase 0, we can conclude that phase 1 will a.a.s.begin approximately when t ≈ nx0. Then during phase 1 the same differential equations willgovern the process, but with k = 1, and the initial conditions are the values of the solution tothe first system at x = x0. So note that the functions zi will behave differently here, and thederivatives are not continuous at the phase transition. The finish of phase 1 is determinedby x1 which is defined in terms of the phase 1 equations. And so on for the later phases.Without actually solving the differential equations (3.32) in [47] it is shown that the solutionsare such that for 0 < k ≤ d − 1, zk+1(x) is strictly positive when phase k begins (which iswhen zk−1(x) first reaches 0 in phase k − 1). Hence a.a.s. the process itself exhibits all thephases up to d − 1; that is, at the end of each phase k there is at least a constant times nvertices of degree k + 1.
 Star d-processes have a particular appeal as an object of study, due to the fact that the lastphase (d−1) consists of the addition of a uniformly chosen random matching to an independentset of vertices of degree d− 1 (assuming the number of such vertices is even!). Such a randommatching is for the most part much easier to analyse than say the last constant times n edgesof the random d-process. For example, in Section 3.3.4, the last part of the process causesthe most trouble, where we have less information about the conditional distribution of thechanges in the degree sequence for each step.
 3.4.2 The star 2-process
 Robalewska [46] was able to obtain a good deal of information in the case d = 2. In this casefor phase 0 the differential equations (3.32) become z′1 = −1− 2z1/z2 and z′2 = −3 + 2z1/z2.The solution for z1 is given implicitly by the equation
 −1
 2ln(2v2 + 3v + 2)− 5√
 7arctan
 √7(v + 1)
 1− v = ln(2x− 1),
 where v = z1/(2x− 1), and from this that the first positive solution of z1 = 0 is at
 x0 =1
 2
 (1− 1√
 2exp
 (− 5√
 7arctan
 √7
 ))≈ 0.4640 . (3.33)
 So from the sharp concentration demonstrated in the previous section for star d-processesin general, the random star 2-process a.a.s. has a transition from phase 0 to phase 1 (i.e.,
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all vertices of degree 0 disappear) at t ∼ x0n ≈ 0.4640n. Upon summing the degrees of thevertices of Gt one obtains the relation Z1 + Z2 = 2(n − 2t), from which it follows (usingthe sharp concentration) that z1 + z2 = 2(1 − 2x) (which can alternatively be derived from,but is not immediately suggested by, the differential equations (3.32)). This means that z2
 and Z2 are now determined in phase 0 (a.a.s., in the case of Z2). On the other hand, inphase 1 the number of vertices of degree 1 decreases by exactly 2 at every step. Equivalently,z2(x) = 2(1 − x0 − x). Since z2 = 0 in this phase corresponds to the end of the whole star2-process, this must occur when t ≈ 1− x0 ≈ 0.5360.
 In [46] several features of the star 2-processes were studied using the above results on theconcentration of the variables Zi. These include the distribution of the number of paths oflength k ≤ 4 at time t, and similarly for cycles. It was shown for instance that the number ofcycles in the evolving graph at the end of phase 0 is asymptotically Poisson Po(λ0) with
 λ0 = −1
 4ln 2 +
 3
 2√
 7arctan
 √7 ≈ 0.5124 (3.34)
 and the number in the final graph of the process is asymptotically Poisson Po(λ) with
 λ =1
 2(γ + lnn)− 1√
 7arctan
 √7,
 where γ ≈ 0.5772 is Euler’s constant. (Note that the term 12γ
 in [46, Theorem 3.1] should be γ2.
 Also, the claimed bound O(1/ lnn) on the total variation distance between this variable andPo(λ) applies only for the number of cycles formed in phase 1; the addition of the number ofcycles in phase 0 could conceivably increase this. However, it does follow from the argumentthere that the expected number of cycles is equal to λ + o(1).) As in Section 3.3.4 for 2-processes, the numbers of cycles of given fixed length in the final graph of the random star2-process are asymptotically Poisson, and Robalewska obtained the expected numbers of 3-, 4-and 5-cycles as single or double integrals. The expected number of triangles is approximately0.0797, which is very different from that in d-processes or random 2-regular graphs with theuniform distribution (see Section 3.3.4). These results about short cycles were obtained usingan argument which is quite different from that in Section 3.3.4 and [51], but which uses resultsfrom yet another application of the differential equation method. It runs along the followinglines. First, the auxiliary variable giving the number of paths of length l is shown, at theend of phase 0, to be a.a.s. cln + o(n) where cl is a constant depending on l. This is provedusing a system of differential equations for variables counting the numbers of paths of lengthl (l = 2, . . . , k) at time t. The number of cycles of length j is determined from these numbersand from the number of ways to join up paths of various lengths into a j-cycle. Using theuniformity of the matching placed in phase 1, the expectation can be determined, as well asthe asymptotic Poisson property (using the method of moments).
 Another result from [46] is that the probability that the final graph is hamiltonian is
 asymptotically 12e−λ0√π/√n(1− 2x0) with λ0 and x0 as in (3.34,3.33). This was obtained
 by computing the probability of creating no cycles until the last edge of the whole process.Unlike the paths and cycles, this requires only knowledge of the concentration of the Zi, and
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no auxiliary variables. The argument required is less delicate than the analogous computationfor the random (non-star) 2-process.
 3.5 Simple greedy algorithm for independent sets
 This is the first of the two algorithms we consider for finding independent sets in randomd-regular graphs. The analysis uses the pairing process described in Section 2. Note that atany stage of selecting the pairs, there is a corresponding graph whose edges correspond to thepairs, and which we refer to as the evolving graph.
 This algorithm is the following: given a random d-regular graph G, choose the vertices inan independent set I consecutively, each vertex chosen randomly from those not already inthe set, nor adjacent to a vertex in the set. In order to satisfy its description, this algorithmmust find all vertices adjacent to I as each new vertex is added to I, which requires probingall the edges adjacent to vertices in I.
 We need to relate the algorithm to the random pairing described in Section 2, in whichwe are free to choose at each step any unpaired point, and then randomly select its mate fora pair. This can be done using what is called the method of deferred decisions by Knuth etal. [30]. Randomly selecting the mate of an unpaired point is called exposing the pair. Whenthe algorithm calls for probing all edges incident with a vertex v added to the independentset, the pairing process can expose all the unexposed pairs containing points in (the bucketcorresponding to) v. When the algorithm chooses another vertex v, the pairing process exposesall the points in that vertex, and so on. (In this respect, this process is the same as the stard-process, which exposes a star at each step, but the probabilities are different.) Thus, if weincorporate the random choice of v into the pairing process, then this process simulates thegreedy independent set algorithm on a random d-regular graph. The pairing process generatesthe edges of the random graph just as the algorithm requires them. When no more verticeswith no paired points are left, i.e. the graph being generated has minimum degree at least 1,the algorithm stops, so the rest of the pairing process is irrelevant.
 An appropriate set of random variables has to be specified. Also, there is no need to havethe basic time parameter for these variables the same as the canonical one in the definitionof the pairing process. The size of the independent set produced by the algorithm is equal tothe number of times the pairing process selects a new vertex for pairing all its points, beforethe number of vertices with no paired points drops to 0. So keeping track of the number ofvertices of degree 0 in the evolving graph, and the number of vertices added to I, will sufficeto determine all that is required. However, if we choose the basic time variable t to denote thenumber of pairs chosen, then these variables behave somewhat erratically, since the first pairchosen after putting a new vertex v into I always reduces the number of vertices of degree0, whereas other pairs sometimes reduce this number. So instead let the time t denote thenumber of vertices in the set I, and let Y (t) denote the number of vertices of degree 0 in theevolving graph after all the edges incident with these t vertices have been generated. Thenthe size of the independent set found is just the first t for which Y (t) = 0.
 The number of points in the vertices of degree 0 at time t is dY (t), and there are nd− 2tdunmatched points in total (since d pairs are chosen for each unit of time). So the probability
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that a random point is in a vertex of degree 0 at time t is dY (t)nd−2dt
 = Y (t)n−2t
 . This probabilitychanges a little during the next step, when the new vertex of degree 0 is chosen, as soon asthe first point is eliminated from it (and the edge to this point is about to be exposed). Whenthis happens, Y (t) immediately decreases by 1, and the other point in the exposed edge ischosen randomly from the nd − 2dt − 1 remaining points. Nevertheless, for each of the dedges exposed in this step, the probability of joining to a vertex of degree 0 (previously) isY (t)n−2t
 +O( 1n−2t−2
 ) provided 2t+ 2 < n. Thus, using Pt to denote the pairing generated by timet, and noting Y (t) ≤ n− 2t,
 E(Y (t+ 1)− Y (t) | Pt) = −1− dY (t)
 n− 2t+O(
 1
 n− 2t− 2) (3.35)
 for 2t+ 2 < n.Writing Y (t) = nz(t/n), the differential equation suggested is
 z′(x) = −1− dz(x)
 1− 2x(3.36)
 with initial condition z(0) = 1. This is a first-order equation with solution
 z(x) =(d− 1)(1− 2x)d/2 − (1− 2x)
 d− 2.
 The smallest positive solution of z(x) = 0 is
 x0 =1
 2− 1
 2
 (1
 d− 1
 )2/(d−2)
 .
 Using the same method of proof as Theorems 3.1 and 3.2, it follows that the independentset which the greedy algorithm finds in a random d-regular graph a.a.s. has size asymptoticallyn2− n
 2
 (1d−1
 )2/(d−2).
 This is not as large as the one found using the degree-greedy algorithm (see Section 7.1).
 4 Bounding large deviations
 To show that the random variables in a process usually approximate the solution of differentialequations as derived in Section 3, we use large deviation inequalities. These inequalities areoften used to give an upper bound on the probability that a random variable deviates veryfar from its expected value. In probabilistic applications to discrete mathematics, abundantuse is made of Markov’s inequality,
 P(X ≥ αEX) ≤ 1
 α(4.1)
 where X is a non-negative random variable and α > 1.
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Although Markov’s inequality is the simplest, some of the most powerful inequalities of thistype come relatively easily by applying Markov’s to a simple transform of the random variablein question. In a typical situation with a random process, the aim is to show that the randomvariable Yt of interest is sharply concentrated. In fact, Yt − Y0 is the sum of the differencesYi − Yi−1, 1 ≤ i ≤ t. If one is lucky, the differences Yi − Yi−1 are independent, in which casethe Chernoff bounds (see [16] and [4]) are very useful and are often close to the true values.When the differences are not independent but there is a large degree of independence, resultscan often be obtained by making use of analogous bounds given for martingales (definedbelow) by Hoeffding [26], which are also useful in the independent case. These were surveyedby McDiarmid [34] and Bollobas [12] and new applications are continually occurring (for aphysically close example, see Srinivasan [56]). The martingale is often related to 〈Yt〉 in someindirect, occasionally ingenious, way, designed so that concentration of the elements in themartingale sequence implies concentration of Yt.
 In using these inequalities it is helpful to realise that they tend to be close to sharp.Hence they usually give bounds less than 1 on the probability as long as the deviations areapproximately as large as the standard deviation, or bigger.
 4.1 Martingales and supermartingales
 A martingale with respect to a random process G0, G1, . . ., with G0 fixed, is a sequenceX0, X1, . . . of random variables defined on the random process such that2
 E(Xi+1 | G0, G1, . . . , Gi) = Xi (i = 0, 1, . . .) .
 In most applications in the random graph literature, and in the present article, the martingalesatisfies the property that E(Xi+1 | G0, G1, . . . , Gi) = E(Xi+1 | Gi), so the condition abovebecomes
 E(Xi+1 | Gi) = Xi. (4.2)
 Also, in most of these applications, the random process is of finite length. This can also beviewed as an infinite process which becomes constant by some predetermined time. Similarly,the restriction of any associated martingale to an initial sequence can also be defined to be amartingale.
 The martingale above can be written as the sequence of partial sums of the sequence〈Yi〉 = 〈Xi−Xi−1〉, in which case 〈Yi〉 is called a martingale difference sequence. The Hoeffdingand Chernoff bounds rely on the same type of large number effect that causes the distributionof∑ti=1 Yi to be close to normal, and so they work best when no small subset of the Yi
 dominates the sum. This is most conveniently ensured by hypothesising that there is someuniform upper bound on the differences |Xi − Xi−1|, hence the term “bounded differenceinequality”.
 We begin with a simple example of a martingale defined on a graph process in a verynatural way. Consider a process G0, G1, . . . where G0 is any given graph with n ≥ 3 vertices,
 2Also EXi should be finite for all i.
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and Gi+1 comes from Gi by the following operation. Choose three vertices at random fromGi. If they induce a complete graph K3 or its complement, do nothing. If there is only oneedge joining them, with probability 2
 3delete it and otherwise add the other two edges to make
 a K3. If there are two edges joining them, with probability 13
 delete them and otherwise addthe third edge. Put Xi = |E(Gi)|. If we condition on Gi and additionally on the outcomeof the random selection of three vertices, the expected increase in the number of edges is 0.Consequently, it is also 0 conditioning only on Gi, and so (4.2) is immediately satisfied; thatis, {Xi} is a martingale with respect to {Gi}.
 Since this process is such a simple one, some questions about it can be answered easily.For instance, note that with probability 1 the process eventually becomes constant. It is aMarkov chain whose states are the n-vertex graphs, and the only absorbing states are thecomplete graph and its complement. We call the absorbing state reached the final graph.What is the probability p that the final graph G is the complete graph? This is easily foundfrom the observation that for a martingale EXi+1 = EX0 for all i ≥ 0, and so
 |E(G0)| = E|E(G0)| = E|E(Gi)| → p
 (n
 2
 )
 as n→∞, from which p = |E(G0)|/(n2
 ).
 A natural follow-up question is on the rate of convergence: how long does it usually taketo reach the final graph? This is much harder to answer, but a good indication comes fromthe bounded difference inequalities of Hoeffding [26], such as the following one which is oftencalled Azuma’s inequality [6].
 Lemma 4.1 Let X0, X1, . . . , Xt be a martingale such that |Xi − Xi−1| ≤ ci, 1 ≤ i ≤ t, forconstants ci. Then for any α > 0
 P(|Xt −X0| ≥ α) ≤ 2 exp
 (− α2
 2∑c2i
 ).
 This is often applied with α >>√t and the ci all small non-zero integers. In the martingale
 discussed above, ci = 2 for all i. Hence P(|Xj − X0| ≥ α) ≤ 2e−α2/8j (α > 0). From this,
 the expected time taken for the process to reach an absorbing state is at least Cα2, whereα = min{|E(G0)|,
 (n2
 )− |E(G0)|}, and C is a constant.
 Unfortunately, natural martingales of the type in this example are not often useful. In-stead, one often applies the above inequality to the sequence of variables
 Yi = E(Xn | G0, G1, . . . , Gi)
 for i ≤ n. Often called Doob’s martingale process, this is always a martingale for any variablesXi determined by G0, G1, . . . , Gi. Establishing some bound on the differences in such Yi isrequired for Lemma 4.1. There is a broad class of graph processes for which such boundshave been shown to be automatic (see McDiarmid [34, §3] and Alon, Spencer and Erdos [4]).However, it can be rather tricky, such as in [50], where the Doob process was originally used
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to establish the relevance of differential equations such as that occurring in Section 3.3.1 (alsoused in [51]).
 Instead of using the Doob martingale, for our purposes here it is easier to obtain resultswhich are just as strong using supermartingales. A supermartingale with respect to G0, G1, . . .is a sequence X0, X1, . . . of random variables defined on G0, G1, . . . such that
 E(Xi+1 | G0, G1, . . . , Gi) ≤ Xi (i = 0, 1, . . .).
 We will use the following simple supermartingale inequality analogous to Lemma 4.1. Thislemma appeared in [61], but it is nothing more than the standard technique for estimat-ing large deviations, which involves applying Markov’s inequality to the moment generatingfunction of Xi. The proof comes immediately, from a standard proof of Lemma 4.1 as givenin [34]. We give the proof here because the method and its adaptations are very powerful forobtaining Hoeffding and Chernoff [16] type inequalities.
 Lemma 4.2 Let X0, X1, . . . , Xt be a supermartingale where X0 = 0 and |Xi −Xi−1| ≤ ci fori ≥ 1 and constants ci. Then for all α > 0,
 P(Xt ≥ α) ≤ exp
 (− α2
 2∑c2i
 ).
 Proof. Take any h > 0 (whose value will be optimised later). Using Markov’s inequality forthe second step,
 P(Xt ≥ α) = P(ehXt ≥ ehα) ≤ e−hαE(ehXt). (4.3)
 But
 E(ehXt) = E(ehXt−1eh(Xt−Xt−1)
 )
 = E(ehXt−1E(eh(Xt−Xt−1) | G0, . . . , Gt−1)) (4.4)
 since3 E(AB) = E(AE(B | C)) for any random variables A, B and C with A a function of C.Since ehx is convex on [−ct, ct], we have for x ∈ [−ct, ct]
 ehx ≤ 1
 2(ehct + e−hct) +
 x
 2ct(ehct − e−hct).
 So
 E(eh(Xt−Xt−1) | G0, . . . , Gt−1)
 ≤ E(
 1
 2(ehct + e−hct) +
 Xt −Xt−1
 2ct(ehct − e−hct) | G0, . . . , Gt−1
 )
 ≤ 1
 2(ehct + e−hct) as X0, X1, . . . is a supermartingale
 = cosh(hct) =∞∑
 k=0
 (cth)2k
 (2k)!≤∞∑
 k=0
 c2kt h
 2k
 2kk!= e
 12c2th
 2
 . (4.5)
 3See, for example, Grimmett and Stirzaker [25, Section 3.7]). Technically, in this application we are notconditioning on a variable C but a sub-σ-field of the σ-field of our random process. This works the sameway since we can always define a random variable with distinct values on the blocks of the partition of theunderlying set induced by the sub-σ-field.
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So (4.4) now becomes
 E(ehXt) ≤ E(ehXt−1)e12c2th
 2 ≤ e12
 ∑t
 i=1c2i h
 2
 by induction. So from (4.3),
 P(Xt ≥ α) ≤ e−hαe12
 ∑c2i h
 2
 .
 From this the best bound is obtained by putting h = α∑c2i
 , which gives the lemma.
 A submartingale is defined like a supermartingale, but with E(Xi+1 | G0, G1, . . . , Gi) ≥ Xi.Since this is equivalent to −Xi being a supermartingale, statements like Lemma 4.2 alsoprovide upper bounds on the lower tails of submartingales. Since a martingale is both asubmartingale and a supermartingale, Lemma 4.1 follows.
 4.2 Use of stopping times
 The concept of a stopping time with respect to a random process is almost indispensible.This is any random variable T with values in {0, 1, 2, . . .}∪{∞} such that4 one can determinewhether T = n from knowledge of the process up to time n. The name can be misleading,since a process does not necessarily stop when it reaches a stopping time.
 The key result we require of stopping times is the following from [25, Section 12.4]. It saysthat if a supermartingale 〈Xi〉 is stopped at a stopping time (i.e., 〈Xi〉 becomes static for alltime after the stopping time) then the result is a supermartingale. In the case of processes offinite length, this is a special case of the Optional Sampling Theorem. We denote min{i, T}by i ∧ T .
 Theorem 4.1 If, with respect to some process, 〈Xi〉 is a supermartingale and T is a stoppingtime, then 〈Xi∧T 〉 is also a supermartingale with respect to the same process.
 Many applications of Lemma 4.2 to processes will benefit slightly from the use of stoppingtimes. A common situation is that the expected increase of a variable Xi, per step of theprocess, can be bounded above. It will then follow that the variable is unlikely to increasemuch faster than at the rate suggested by that upper bound. This turns out to be such animportant application that we state it as a separate result. (This contains Lemma 4.2 in thecase b = 0.) Stopping times help by showing that the bound given by Lemma 4.2 for thedeviation of Xt applies with the same probability for all of the Xi, i ≤ t (which appears togive something for free):
 4Technically, T is defined with respect to a filtration; that is, a nested sequence of σ-fields {Fi}, with F0
 trivial. In the case of random graph processes, {Fi} is just the σ-field generated by the graph subsequencesG0, G1, . . . , Gi, which is equivalent to the partition of the underlying set of the probability space induced byall possible outcomes of the graph sequence up to time i. The random variable T is a stopping time if it hasvalues in {0, 1, 2, . . .} ∪ {∞} and the event {T = n} is measurable with respect to Fn.
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Corollary 4.1 Let G0, G1, . . . , Gt be a random process and Xi a random variable determined5
 by G0, G1, . . . , Gi, 0 ≤ i ≤ t. Suppose that for some real b and constants ci, E(Xi − Xi−1 |G0, G1, . . . , Gi−1) < b and |Xi −Xi−1 − b| ≤ ci for all 1 ≤ i ≤ t. Then for all α > 0,
 P (∃i (0 ≤ i ≤ t) : Xi −X0 ≥ ib+ α) ≤ exp
 (− α2
 2∑c2j
 ).
 Proof. Note that Yi = Xi−X0− ib defines a supermartingale whose differences are boundedabove by ci. Let T be the stopping time which is defined as the first time that Yi ≥ α. ByTheorem 4.1, 〈Yi∧T 〉 is a supermartingale. Applying Lemma 4.2 to this supermartingale attime t gives the corollary.
 Note. Now that we have stopping times under our belt, we can give a slightly slicker proofof Lemma 4.2 and Corollary 4.1. From (4.5)
 E(ehXi | G0, . . . , Gi−1) ≤ ehXi−1e12c2i h
 2
 .
 It follows that
 Yi = ehXie−12sih
 2
 where si =i∑
 j=1
 c2j
 defines a supermartingale (with respect to the same process as 〈Xi〉). Define the stoppingtime T0 to be min{i : Xi > α}, and T = t ∧ T0. By Theorem 4.1, 〈YT 〉 is a supermartingale.So EYT ≤ EY0 = 1; that is,
 E(ehXT ≤ e12sT h
 2
 ) ≤ e12sth2
 .
 SoP(Xi −X0 ≥ α for some 0 ≤ i ≤ t) ≤ e
 12sth2−hα.
 As before put h = αst
 , to obtain Corollary 4.1 in the case b = 0. (The general case is similar,again by considering Yi = Xi −X0 − ib.)
 Besides being used to prove the main theorem, Corollary 4.1 can be especially useful whena process is nearing its completion, or nearing the transition to another phase, and the trendsin some of the relevant variables become erratic, which is typical if the variables are discreteand their values become small. One of the variables, or a function of them, can have itsbehaviour bounded at least in one direction by bounding the expected differences. Examplesoccur in establishing the phase transitions in the degree-greedy algorithm for independentsets in Section 7.1 and also the final part of the process finding the k-core in Theorem 6.4.
 A simple application is given next.
 4.3 Large components in d-processes
 One of the central themes in the study of random graphs is the phase transition, being thetime at which the largest component of the evolving random graph G(n,m) grows from “very
 5To be precise, Xt is measurable with respect to the σ-field generated by G0, G1, . . . , Gi.
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small” to “very large”. “Very small” can be defined as smaller than any fixed power of n,and “very large” can be larger than a constant times n. See Janson et al. [28] for manyinteresting results on this. (This usage of “phase transition” is a little different from thephases of processes in the present paper.)
 Consider the degree bounded graph process (d-process) with d ≥ 3, and define l(G) to bethe number of vertices in the largest component of Gt. An unsolved problem is to show thatthis process exhibits a phase transition in the above sense. In particular, does there existc > 0 such that for all ε > 0,
 P(l(Gt) < n0.1)→ 1 for t < n(c− ε) and P(l(Gt) > n0.9)→ 1 for t > n(c+ ε).
 This occurs at c = 12
 in G(n,m). In [52] it is shown that if the phase transition occurs inthe random d-process, d ≥ 3, then c ≤ (d
 2− 1
 6)n. This was done by showing a version of the
 following which is slightly stronger (and for general d). The argument is restricted here tod = 3 for simplicity, and without trying to get the best constants. In any case, the argumenthere cannot reduce t0 below n, whereas the phase transition no doubt occurs well before thistime.
 Proposition 4.1 For t0 = d54ne in the random 3-process, l(Gt0) ≥ n
 100a.a.s.
 Proof. This is based on the fact that if there is no large component then there is a goodchance of joining two components. Every time this happens, the number of components goesdown. This cannot happen more than n− 1 times!
 If l(Gt) ≥ n100
 at time t > 0, we say that the process is successful at time t, and let S(t)be the indicator variable for this event.
 Consider G(t) in the case that the 3-process is not successful at time t ≤ 5n4
 . All com-ponents have at most n
 100vertices, and by counting edges, the number of vertices of degree
 3 is at most 5n6
 . It follows that when the next edge At+1 is chosen, there are at least n6− 1
 choices for each of its ends u and v. We can regard u as being chosen first. Then since allcomponents have at most n
 100vertices, the probability that v is in the same component as
 u (this is conditional on Gt) is at most ( n100− 1)/(n
 6− 1) < 6
 100. Thus for G(t) such that
 S(t) = 0,
 P(D(t+ 1) = D(t)− 1 | Gt) >94
 100
 where D(t) denotes the number of components of Gt. The only other possibility is D(t+ 1) =D(t). Thus
 E(D(t+ 1)−D(t) | Gt) ≤ −0.94 .
 Defining
 Y (t) =
 D(t) S(t− 1) = 0
 Y (t− 1)− 0.94t otherwise,
 it follows that for all G(t), E(Y (t + 1)− Y (t) | Gt) ≤ 0.94. Moreover, the differences satisfy|Y (i) − Y (i − 1) + 0.94| ≤ 0.94. Applying Corollary 4.1 (with c = 1 for convenience, and
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noting Y (0) = n),
 P(Y (t) ≥ n− 0.94t+ n23 ) ≤ exp(−n 4
 3/(2t)) ≤ exp(−2n13/5)→ 0 (4.6)
 for t ≤ 54n. But if the process is unsuccessful at time t0−1, Y (t0) = D(t) > 0 always, whereas
 (4.6) implies that Y (t0) < −16n a.a.s. Thus, a.a.s. the process is successful by time t0, and
 the proposition follows.
 4.4 Bounded differences with a tail
 The large deviation inequalities in this article use the method of bounded differences. How-ever, it is a mistake to think that the method only applies when there are relatively small surebounds (i.e., bounds which always hold) on the differences as in Corollary 4.1. Occasionally,the only sure bound on the differences is too large to be useful, and yet the differences aresmall with high probability. Shamir and Spencer [53] were apparently the first to exploitthis feature in connection with graph theory, and the consequences of their proof were statedmore generally in McKay and Wormald [38, Lemma 3.1]. The method of proof there usesthe technique as if the differences were all small, but with an extra twist to cope with theoccasional large differences. Godbole and Hitczenko [23] give a survey of results of this type.We call this situation “differences with a tail” to distinguish it from the case where the sureupper bounds on differences are just as useful as the almost sure ones.
 Although the large deviation inequalities given so far seem to require sure upper bounds,no separate lemma of that type is needed for differences with a tail, as they can be taken careof essentially by stopping the process appropriately (as in the proof of Theorem 5.1). Theprocesses for independent sets in regular graphs (Section 7.1) and for packing use analysisinvolving differences with a tail and require this aspect of Theorem 5.1.
 5 Proving approximation by differential equations
 Having large deviation inequalities as in the previous section, there are various ways to goabout showing, for a variable Y (t) in a random process, that Y (t) ≈ f(t) for some functionf arising from the solution of one or more differential equations. A quite general situationis treated first, in which the theorem usually serves to show the approximation holds withprobability 1− o(e−nε) for some ε > 0. Additionally, it usually shows the error in the approx-imation is quite small (typically o(n−ε
 ′), but has a Lipschitz condition which often causes this
 accuracy to be lost near the end of the process. However, in such situations the techniqueused in the proof is often good enough to recover this accuracy to a large extent.
 For convenience, the general theorem breaks time up into little pieces and considers asupermartingale and submartingale in each piece. Another approach is to transform therandom variable into something “close” to a martingale throughout the whole process (oralmost all of it) so that the large deviation inequality can be applied just once. This tendsto produce better bounds since, for example, with ci = c for each i, the deviation inequalitiesproduce small probabilities when the deviation α is a constant times the square root of the
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number of steps. So one long supermartingale is better than many shorter ones. The sameeffect occurs if one considers bounding the total number of heads, X, occurring in n fair cointosses by summing bounds on the deviations due to
 √n successive runs of
 √n coin tosses
 each. In each case the standard deviation is Cn1/4, so the sum of these bounds will be of theorder of Cn3/4. On the other hand, the standard deviation of X is 1
 2
 √n, and by considering
 the process as a whole, one begins to get meaningful bounds for deviations of this order ofmagnitude. We call this the wholistic approach. It is not so easy to write a general theoremusing this principle, so instead we give an example in Section 5.2.
 5.1 General-purpose theorem
 For the main theorem we lay a fairly general setting. The random processes are any discretetime random processes. Such a process is a probability space which can be convenientlydenoted by (Q0, Q1, . . .) where each Qi takes values in some set S. The elements of the spaceare sequences (q0, q1, . . .) where each qi ∈ S. We use ht to denote (q0, q1, . . . , qt), the historyof the process up to time t.
 Consider a sequence of random processes indexed by n, n = 1, 2, . . .. Thus qt = q(n)t
 and S = S(n), but for simplicity the dependence on n is usually dropped from the notation.Asymptotics, denoted by the notations o and O, are for n → ∞ but uniform over all othervariables. S(n)+ denotes the set of all ht = (q0, . . . , qt) where each qi ∈ S(n), t = 0, 1, . . ..
 We say that a function f(u1, . . . , uj) satisfies a Lipschitz condition on D ⊆ IRj if a constantL > 0 exists with the property that
 |f(u1, . . . , uj)− f(v1, . . . , vj)| ≤ L max1≤i≤j
 |ui − vi|
 for all (u1, . . . , uj) and (v1, . . . , vj) in D. We call L a Lipschitz constant for f , and note thatmax1≤i≤j |ui − vi| is the distance between (u1, . . . , uj) and (v1, . . . , vj) in the `∞ metric. (Forthe existence of a solution to a set of differential equations, a Lipschitz condition is onlyneeded on the variables after the first, but for our purposes here we demand it on all of them.Note that `1 distance was used in [61], but the `∞ distance fits a little more nicely into theproof. Both distances give equivalent theorems.)
 We scale both variable values and time by a factor of n because for many combinatorialapplications this gives them a fixed limiting distribution. This is convenient when consideringthe solution of the corresponding differential equations: there is only one set of equationsrather than different equations for each n. Whenever the need for different scalings of variablesand time arises, time can be pre-scaling as in the proof of Theorem 7.1.
 For variables Y1, . . . , Ya defined on the components of the process, and D ⊆ IRa+1, definethe stopping time TD(Y1, . . . , Ya) to be the minimum t such that (t/n, Y1(t)/n, . . . , Ya(t)/n) /∈D. This is written as TD when Y1, . . . , Ya are understood from the context.
 The following theorem is a generalisation of the two theorems in [61], and has strongerconclusions. Although only very few changes are required in the proof, we include the full proofhere since some of the details skimmed in the proof in [61] require more careful examinationin the present setting.
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In the statement of the theorem, “uniformly” refers to the convergence implicit in the o()terms. Hypothesis (i) ensures that Yl(t) does not change too quickly throughout the process,(ii) tells us what we expect the rate of change to be, and (iii) ensures that this rate does notchange too quickly in time (or as the values of the variables change).
 The main differences between this theorem and the first theorem in [61] are that theprobability that the variables of the process are not well approximated by the solution of thedifferential equation can now be made very small, and the error of approximation can be madesmall, if the errors in hypotheses (i) and (ii) are small. Also, the note after the theorem givesa version with the number of variables unbounded. There does not seem such a great needfor this version so the main theorem is stated without this option to avoid further complexity.
 Theorem 5.1 For 1 ≤ l ≤ a, where a is fixed, let yl : S(n)+ → IR and fl : IRa+1 → IR, suchthat for some constant C0 and all l, |yl(ht)| < C0n for all ht ∈ S(n)+ for all n. Let Yl(t)denote the random counterpart of yl(ht). Assume the following three conditions hold, wherein (ii) and (iii) D is some bounded connected open set containing the closure of
 {(0, z1, . . . , za) : P(Yl(0) = zln, 1 ≤ l ≤ a) 6= 0 for some n} .
 (i) (Boundedness hypothesis.) For some functions β = β(n) ≥ 1 and γ = γ(n), the probabil-ity that
 max1≤l≤a
 |Yl(t+ 1)− Yl(t)| ≤ β,
 conditional upon Ht, is at least 1− γ for t < TD.
 (ii) (Trend hypothesis.) For some function λ1 = λ1(n) = o(1), for all l ≤ a
 |E(Yl(t+ 1)− Yl(t) | Ht)− fl(t/n, Y1(t)/n, . . . , Ya(t)/n) | ≤ λ1
 for t < TD.
 (iii) (Lipschitz hypothesis.) Each function fl is continuous, and satisfies a Lipschitz condi-tion, on
 D ∩ {(t, z1, . . . , za) : t ≥ 0},with the same Lipschitz constant for each l.
 Then the following are true.
 (a) For (0, z1, . . . , za) ∈ D the system of differential equations
 dzldx
 = fl(x, z1, . . . , za), l = 1, . . . , a
 has a unique solution in D for zl : IR→ IR passing through
 zl(0) = zl,
 1 ≤ l ≤ a, and which extends to points arbitrarily close to the boundary of D;
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(b) Let λ > λ1 + C0nγ with λ = o(1). For a sufficiently large constant C, with probability1−O(nγ + β
 λexp(−nλ3
 β3 )),
 Yl(t) = nzl(t/n) +O(λn) (5.1)
 uniformly for 0 ≤ t ≤ σn and for each l, where zl(x) is the solution in (a) with zl =1nYl(0), and σ = σ(n) is the supremum of those x to which the solution can be extended
 before reaching within `∞-distance Cλ of the boundary of D.
 Note. A version of the theorem also holds with the number a of variables a function of n,the domain D a function of n but with all Lipschitz constants uniformly bounded, and withthe probability in (b) replaced by
 1−O(anγ +
 aβ
 λexp
 (−nλ
 3
 β3
 )),
 provided each function fl depends only on x and z1, . . . , zl. This last condition is to avoidcomplicated issues around the solutions of infinite sets of differential equations: in this case,the solution of the infinite system is defined to be the set of functions solving all the finitesystems obtained for each fixed l by restricting to the equations for the derivatives of z1, . . . , zl.Proof. There is a unique solution in (a) by a standard result in the theory of first orderdifferential equations. (See Hurewicz [27, Chapter 2, Theorem 11].)
 To present the proof, we simplify notation by considering first a = 1 and refer to y1, z1
 and f1 as y, z and f , and so on. We also initially take γ = 0, so that the inequality in theboundedness hypothesis is deterministically true. The modification for general a and γ isreferred to at the end.
 Taking λ > λ1 as in (b), define
 w =
 ⌈nλ
 β
 ⌉(5.2)
 and let t ≥ 0. Note immediately that if β/λ > n1/3 there is nothing to prove because theprobability in the conclusion is not restricted. Hence w ≥ n2/3. Similarly, we can assumeλ < 1 by the assumption λ = o(1), or by noting the approximation in the conclusion isotherwise trivially satisfied. The trend hypothesis gives the expected trend in the rate ofchange of Y (t) at some stage of the process. In order to show that this trend is followedalmost surely, we demonstrate concentration of
 Y (t+ w)− Y (t).
 We will assume for now that for a sufficiently large positive constant C, (t/n, y(t)/n) is`∞-distance at least Cλ from the boundary of D. The size of C required is determined fromthe Lipschitz constant in the Lipschitz hypothesis; wherever this hypothesis is used in thefollowing argument, we need to know that the point is still inside D. For 0 ≤ k < w, notingthat kβ/n = O(λ), we have by the trend hypothesis
 E(Y (t+ k + 1)− Y (t+ k) | Ht+k) = f((t+ k)/n, Y (t+ k)/n) +O(λ1)
 = f(t/n, Y (t)/n) +O(λ1 + kβ/n) (5.3)
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by the Lipschitz hypothesis as |Y (t+ k)− Y (t)| ≤ kβ by the boundedness hypothesis. Thusthere exists a function
 g(n) = O(λ1 + wβ/n) = O(λ) (5.4)
 such that conditional on Ht,
 Y (t+ k)− Y (t)− kf(t/n, Y (t)/n)− kg(n)
 (k = 0, . . . , w) is a supermartingale in k with respect to the sequence of σ-fields generated byHt, . . . , Ht+w. The differences in this supermartingale are, by the boundedness hypothesis, atmost
 β + |f(t/n, Y (t)/n) + g(n)| ≤ β +O(1) ≤ κβ (5.5)
 for some constant κ > 0 (using the boundedness of D and again the Lipschitz hypothesisto make sure the variables do not leave D, and the fact that β is bounded below). So byLemma 4.2 (and replacing α2/2wκ2β2 by a new α),
 P(Y (t+ w)− Y (t)− wf(t/n, Y (t)/n) ≥ wg(n) + κβ
 √2wα | Ht
 )≤ e−α (5.6)
 for all α > 0. We will now set
 α =nλ3
 β3. (5.7)
 The lower tail of Y (t+w)− Y (t)−wf(t/n, Y (t)/n) can be bounded by exactly the sameargument, but using a submartingale (or, as an alternative, negate the function and use asupermartingale). Hence (increasing κ by a constant factor) we have
 P(|Y (t+ w)− Y (t)− wf(t/n, Y (t)/n)| ≥ wg(n) + κβ
 √wα | Ht
 )≤ 2e−α. (5.8)
 Now define ki = iw, i = 0, 1, . . . , i0 where i0 = bσn/wc. We next show by induction thatfor each such i,
 P(|Y (kj)− z(kj/n)n| ≥ Bj for some j ≤ i) = O(ie−α) (5.9)
 where
 Bj = Bw(λ+
 w
 n
 ) ((1 +
 Bw
 n
 )j− 1
 ) n
 Bw
 and B is a constant determined below.The induction begins by the fact that z(0) = Y (0)/n. Note that
 |Y (ki+1)− z(ki+1/n)n| = |A1 + A2 + A3 + A4|
 where
 A1 = Y (ki)− z(ki/n)n,
 A2 = Y (ki+1)− Y (ki)− wf(ki/n, Y (ki)/n),
 A3 = wz′(ki/n) + z(ki/n)n− z(ki+1/n)n,
 A4 = wf(ki/n, Y (ki)/n)− wz′(ki/n).
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The inductive hypothesis (5.9) gives that
 |A1| < Bi, (5.10)
 together with the similar statements for smaller i, all hold with probability 1−O(ie−α). Whenthis is true, by (5.8) and using (5.2), (5.4) and (5.7) we have with probability 1−O(exp(−α))
 |A2| < B′wλ
 for a suitable universal constant B′. (This is the point at which the assumption includedabove, about the scaled variables not approaching within distance Cλ of the boundary ofD, is justified. It follows from the inductive hypothesis using the fact, seen below, thatBi = O(nλ).) Since z is the solution given in (a) and f satisfies the Lipschitz hypothesis wehave
 |(w/n)z′(ki/n)− (z(ki+1/n)− z(ki/n))| = O(w2/n2) ≤ B′′w2/n2
 (for n sufficiently large) for a suitable constant B′′, and so
 |A3| ≤B′′w2
 n.
 Again using the same two facts, as well as (5.10), we obtain
 |A4| ≤B′′wBi
 n
 (redefining B′′ appropriately). Set B = max{B′, B′′}. Summing the bounds on the Ai nowgives
 |Y (ki+1)− z(ki+1/n)n| < Bi+1
 with probability 1− o((i+ 1)e−α); that is, we have (5.9) by induction for i ≤ i0.Note that
 Bi = O(nλ+ w) = O(nλ)
 since β is bounded below. Also for any t ≤ σn, put i = bt/wc. From time ki to t the changein Y and z is at most wβ = O(nλ). Hence from (5.9), with probability 1−O((n/w)e−α)
 |Y (t)− z(t/n)n| = O(λn).
 The theorem now follows (for the case a = 1) from (5.2) and (5.7).Finally, the modifications required for arbitrary a and γ are very simple. The modification
 for arbitrary γ is just to alter the process leading up to (5.5), by conditioning on the eventthat the inequality in (i) holds at each step. This alters the expected change in Y given in(ii), but since Y ≤ C0n it can only alter it by at most C0nγ. So just replace λ1 by λ1 +C0nγin the rest of the proof, and note that the probability that any of these events fails to holdthroughout the process is O(nγ), so subtract this from the probability that (5.1) holds. Theresult follows.
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Next for a > 1: the inductive hypothesis (5.9) is modified to
 P(|Yl(kj)− zl(kj/n)n| ≥ Bj for some j ≤ i) = O(aie−α)
 for all l ≤ a. The proof of the same statement for i+ 1 is modified only in that the statementhas to be verified for each of a variables, and so the probability of failure is multiplied by a.The theorem follows when a is fixed, and the Note after the theorem follows for a arbitrary.
 5.2 The wholistic approach
 This is a way of applying the large deviation inequalities alternative to that in Section 5.1.The general idea is to transform the random variable to something close to a martingale. Thisseems to be difficult to carry out effectively in general without knowing something about thesolution of the associated differential equations.
 Suppose that Y is one of the variables under examination and the solution to the differ-ential equations gives the function z(x), so that Y (t) is to be approximated by nz(t/n). Asimple idea is to consider the random variable Y (t)− nz(t/n) + f(t) where f is some slowlygrowing function. This should be a supermartingale if f is sufficiently large and positive,and a submartingale if f is large negative. Even this can give a significant improvement overTheorem 5.1. How well the approximation works depends on the stability of the differentialequations, and how badly the Lipschitz condition fails. One particular improvement on thisidea was first made, at least in a graph process setting, in [44]. This uses the general solu-tion of the differential equations to find a function which is constant along all trajectories(as opposed to the one above, which is only 0 along the trajectory whose initial conditionscorrespond to those of the process). This function will be close to a martingale, and the trickof adding and subtracting a small function can be used to create a true submartingale andsupermartingale.
 For an illustration, consider the number of isolated vertices in the random 2-process,denoted by Y0. As well as demonstrating the “wholistic” approach described at the start ofSection 5, this will also show how to cope with the problem often encountered near the endof processes where the Lipschitz hypothesis fails (see Section 5.4 for more discussion on this.)The argument here is in a form which generalises easily to the multivariate case.
 Theorem 5.2 Take 0 < δ < min{3ε, 13
 + 12ε}. For sufficiently large κ′, with probability at
 least 1− exp(−n2/3+ε−2δ/κ′
 )
 n− t = Y0(t)
 (1 +O(n−δ) +
 1
 2ln
 n
 Y0(t)
 )(5.11)
 for all 0 ≤ t < bn− n2/3+εc.
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Proof. Recall that Y0(t) is approximated by nz( tn) where z satisfies the associated differential
 equation (3.13) whose general solution is (3.14). This can be put in the form
 2(x− 1)
 z− ln z = C. (5.12)
 It is a little simpler now to work with unscaled variables, so note that the unscaled differentialequation is
 Y ′0 =−2Y0
 2n− 2t− Y0
 . (5.13)
 Defining
 H(w) =2(t− n)
 Y0
 − lnY0
 n, w = (t, Y0)
 in view of (5.12), the general solution of (5.13) is
 H(w) = C.
 We will take w = wt = (t, Y0(t)), and consider the sequence of random variables 〈H(wt)〉.By counting vertex degrees in the 2-process,
 Y0 ≤ n− t (5.14)
 always. Given this, note that the second order partial derivatives of H(w) with respect to tand Y0 are O(1/Y 2
 0 ). Therefore
 H(wt+1)−H(wt) = (wt+1 −wt) · grad H(wt) +O
 (1
 Y0(t)2
 )(5.15)
 where · denotes the scalar product and grad H = (Ht, HY0), provided Y0(t + 1) ≥ 1. Notethat
 E(wt+1 −wt | Gt) = (1,E(Y0(t+ 1)− Y0(t) | Gt))
 =
 (1,
 −2Y0(t)
 2n− 2t− Y0(t)+O
 (n
 (n− t)2
 ))
 from (3.7), (3.9) and (3.10), (again using (5.14) in estimating the error) provided the errorterm is o(1); that is, provided n− t >> √n. Also observe that
 (1,
 −2Y0(t)
 2n− 2t− Y0(t)
 )· grad H(wt) = 0
 as H(w) is constant along every trajectory w of (5.13). So, noting that
 grad H(w) =
 (O(1)
 Y0
 ,O(1)
 Y0
 +O(n− t)Y 2
 0
 )(5.16)
 40

Page 41
                        

and taking the expectation of (5.15) conditional on Gt we obtain
 E(H(wt+1)−H(wt) | Gt) = O
 (n
 Y0(t)2(n− t)
 )(5.17)
 assuming 3 ≤ Y0(t) ≤ n− t (which ensures Y0(t+ 1) ≥ 1) and√n = o(n− t).
 There is the problem that H(w) is undefined if the process hits Y0 = 0. The simple remedyis to stop the sequence H(wt) as soon as it hits Y0 ≤ 2. More than that, since H(w0) = −2,introduce the stopping time
 T = min{t : |H(wt) + 2| ≥ n−δ}
 and note from the definition of H that Y0 > (n− t)/ lnn for t < T . Then from (5.17),
 E(H(w(t+1)∧T )−H(wt∧T ) | Gt) = O
 (n
 Y0(t)2(n− t)
 )= O
 (n(lnn)2
 (n− t)3
 )
 for 0 ≤ t ≤ n− n1/2+ε. From (5.16) and the fact that Y0 and t change by at most 2 per stepof the process, we also have
 |H(w(t+1)∧T )−H(wt∧T )| = O
 (n− tY0(t)2
 )= O
 ((lnn)2
 n− t
 ).
 Put t0 = n − n2/3+ε and apply Corollary 4.1 to the sequences 〈H(wt∧T )〉, t ≤ t0, and sym-metrically 〈−H(wt∧T )〉, with α = 1
 2n−δ, b = κ(lnn)2n−3ε and cj = κ(lnn)2/(n− j), for some
 sufficiently large fixed κ. Noting that
 t0∑
 j=1
 c2j = O(n−2/3−ε)(lnn)2
 and since δ < 3ε, the conclusion is
 P(|H(wi∧T )−H(w0)| ≥ 2
 3n−δ for some 0 ≤ i ≤ t0
 )≤ exp
 (−n2/3+ε−2δ/κ′
 )
 for κ′ sufficiently large. As H(w0) = −2, this implies from the definition of T that T < t0with the same low probability. But T ≥ t0 implies (5.11) as required.
 Note. It is possible to get good almost sure bounds on Y0 even much closer to the end ofthe process. (See Section 5.4.)
 5.3 Simple applications
 Here the sharp concentration results in Section 3 are obtained as applications of Theorem 5.1.
 Proof of Theorem 3.1. Note that Gt is determined by the history Ht. In view of (3.2), wecan set fl = −δi0 + δi1 + zi−1 − zi for (i ≥ 0) where z−1 is identically 0, and let D be defined
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by z0 > 0 and (say) −1 < x < 3 and −1 < zi < 2 for all i > 0. Then the trend hypothesis ofTheorem 5.1 holds with
 λ1 = max|Yi−1(t)− Yi(t)|
 n(n− 1)≤ 1
 n− 1
 since 0 ≤ Yi ≤ n always. The boundedness hypothesis holds with β = 2 and γ = 0, and we cantake a a function of n by the Note after the theorem. The conclusion (b) gives Theorem 3.1,since the relation between λ and s ensures that z0(s/n) >> λ.
 Note that the method in Section 5.2 can be applied to Y0 for example to get a sharperresult for that particular variable, and with some work can potentially give sharper resultsfor all the variables.
 For degree bounded graph processes, as for the later phases of the min-degree process, therandom vector under consideration is not Markovian (due to the nuisance edges). Neverthe-less, Theorem 5.1 applies. For the next theorem the domain D also has to be chosen carefullyto avoid the singularity in the functions fl as x approaches nd/2.
 Proof of Theorem 3.2. This is very similar to the previous proof, but using (3.18) for thetrend hypothesis. The choice of the domain D is the only problem. There is a singularity inthe functions fi on the right in (3.19). So choose a domain D with zd > ε′ for some fixed ε′,and Theorem 5.1 can be applied. The statement of Theorem 3.2 follows, except only for all0 ≤ t < nx where x is the least x for which zd(x) < ε′+Cλ. But since Yd is well approximatedby nzd(t/n) inside D, by (3.16) it is impossible that x < d/2. (The solution to the differentialequations in Section 3.3.3 can be used alternatively at this point.) The theorem follows.
 The verification of the statements about random star d-processes (Section 3.4) and thesimple greedy algorithm for independent sets (Section 3.5) are similar.
 5.4 Obtaining higher precision
 As mentioned in Section 3.3.2, Theorem 3.2 can easily be improved, in the sense that goodapproximation by the solutions of the differential equations can be shown to hold much closerto the end of the process. This applies to basically all the other applications of Theorem 5.1in which the function giving the expected trends in the process becomes highly non-Lipschitznear the very end of the natural process.
 One remedy is to use the wholistic approach, but it is hard to say how generally thattype of argument applies. A quite general approach is to rework the proof of Theorem 5.1in any particular situation, using different Lipschitz constants depending on what part ofthe domain D the process has reached. This is straightforward enough given the inductivenature of the proof. (For a similar argument, see the proof of Theorem 7.1.) In this way onecan easily extend the result of Theorem 5.1 to time n1−ε from the end of the process. Thisgives sufficient accuracy to approach within n1−ε steps of the end of the process in the caseof d-processes, for instance; a version of this argument was used in [50] and gave sufficientaccuracy for the arguments there about saturation of processes.
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Moreover, in the case of 2-processes, the differential equation has a stability property thatenables this approach to be pushed to the extreme: we can use this idea to obtain almost surebounds on the number of isolated vertices and isolated edges in the random 2-process untilonly O(log4 n) steps from the end, the limiting probability that the final graph of 2-process isconnected (Hamilton cycle) is obtained in [58]. Other properties such as the expected numberof cycles follow similarly. There is no doubt that such stability can be taken advantage of inother situations as well, but no examples seem to be in the random graph or random algorithmliterature.
 6 Difficulties with transition probabilities
 In this section we will estimate the size of the k-core of a random graph. This study has twodifficulties not met in this paper until now. One is that the transition probabilities are veryhard to compute, and so we spend a good deal of effort estimating them. The second is that,partly as a result of the first difficulty, some possible states of the process are very undesirablebecause the subsequent transition probabilities have not been estimated. We show how toignore such states even if they cannot be conveniently described in terms of a fixed domainD. This only requires that the process avoids such states with high probability.
 6.1 Eliminating undesirable states
 We will use the following variation of Theorem 5.1 in which the possibility exists that the trendand boundedness hypotheses become invalid, due to the process reaching some “unusual”state. If this occurs with a sufficiently low probability, the conclusion of the theorem issimilar. In general, we can deduce that a.a.s. the approximation by differential equations isvalid until one of the “unusual” states is reached. The “usual” states are determined by a setD.
 Theorem 6.1 For any set D = D(n) ⊆ IRa+1, define the stopping time TD = TD(n)(Y1, . . . , Ya)
 to be the minimum t such that (t/n, Y1(t)/n, . . . , Ya(t)/n) /∈ D. Assume that the first two hy-potheses of Theorem 5.1 apply only with the restricted range t < TD of t. Then the conclusionsof the theorem hold as before, except with 0 ≤ t ≤ σn replaced by 0 ≤ t ≤ min{σn, TD}.
 Proof. For 1 ≤ j ≤ a define random variables Yj by
 Yj(t+ 1) =
 Yj(t+ 1) if t < TDYl(t) + fj(t/n, Y1(t)/n, . . . , Yl(t)/n) otherwise
 for all t + 1 ≥ 0. Then the Yj satisfy the hypotheses of Theorem 5.1, and so the theorem
 follows as Yj(t) = Yj(t) for 0 ≤ t < TD.
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6.2 The k-core of a random graph
 As mentioned in Section 2, the process considered here starts with a graph G0 on n verticesand repeats the operation of deleting a random vertex of degree less than k. Here k ≥ 3 isfixed, and G0 is a random graph in G(n,m(0)). (Here m(0) is used as it denotes the firstelement of the sequence of random numbers of edges in the deletion algorithm.) The object isto determine the distribution of the number of vertices remaining in the final graph. In thisway we can capture the point at which the k-core appears in a random graph in G(n,m(0)).Throughout this discussion, we will be assuming that m(0) is bounded above and below bypositive constants times n.
 Define a light vertex to be one of degree strictly less than k. All other vertices are heavy.Instead of actually deleting vertices, it is more convenient to delete edges only. Thus, eachstep of the process deletes all the edges incident with a randomly chosen non-isolated lightvertex xt from the current graph Gt to produce Gt+1. Introduce the random vector
 w(t) = (v0(t), v1(t), . . . , vk−1(t),m(t)),
 where vi(t) denotes the random number of vertices of degree i in Gt, 0 ≤ i ≤ k − 1, andm(t) = |E(Gt)|. As usual, n is fixed for the process and we are interested in the asymptoticdistribution of the variables as n→∞. Some useful notation is
 v =k−1∑
 i=1
 vi, v = n−k−1∑
 i=0
 vi, s =k−1∑
 i=1
 ivi s = 2m− s (6.1)
 so that v is the number of non-isolated light vertices, v the number of heavy vertices, and sand s are total degrees of these sets of vertices. The process ends when v = n− v0, at whichpoint there are no non-isolated light vertices. In order to examine this point, we will showsharp concentration of each of the entries in w(t) for appropriate t.
 SinceG0 is random in G(n,m(0)), w(0) is a random vector. The first important observationis that conditional upon w(0), the distribution of G0 must be uniform in the set G(w(0)),where G(w) is the set of graphs with variables given by w. The next important observationis that, conditional upon w(t), Gt is uniformly distributed in G(w(t)). This follows byinduction, since, given w(t) and w(t + 1), and a graph G in G(w(t + 1)), the number ofgraphs G′ ∈ G(w(t)) such that G comes from G′ by deleting the edges incident with a non-isolated light vertex is independent of G. (Just consider the reverse operation: select as xtany vertex of degree 0 in G. The vectors w(t + 1) and w(t) determine the degree of xt inG′, the degrees of the light vertices which must join to xt, and also the number of heavyvertices so joining. All these vertices can be chosen in any way from the sets of vertices of therequired degrees. The number of ways of making this multiple choice is determined preciselyby w(t + 1).) Thus, conditioning on w(t) and w(t + 1), the graphs in G(w(t + 1)) occuruniformly at random. Hence the same is true conditional upon w(t+ 1) alone.
 This means that the process 〈w(t)〉, t ≥ 0, is a Markov chain.
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6.2.1 The transition probabilities
 A little thought reveals that the transition probabilities of 〈w(t)〉 can be determined fromthe numbers of graphs with given degree sequence. The present section examines this ratherintriguing problem, resulting in the differential equations (6.21). The section can be omittedif only the consequences of the differential equations are sought.
 Before giving the details on how the computation works, we turn to examination of theproblem of estimating the required numbers of graphs. No “nice” formula for them is known.Fortunately, an asymptotic formula suffices for the current purposes, but it takes a lot of workto get into a usable form! The most general result in this direction for graphs of low degreesis the one in the following theorem, appearing in [37]. Define g(d) to be the number of graphswith degree sequence d = (d1, . . . , dn).
 Theorem 6.2 For r > 0, define Mr =∑
 1≤j≤n[dj]r (in particular, M1 = 2µ =∑j dj), and
 dmax = max1≤j≤n dj. If M1 →∞ and dmax = o(M1/31 ) as n→∞ then
 g(d) =(M1 − 1)!!∏nj=1 dj!
 exp
 (− M2
 2M1
 − M22
 4M21
 − M22M3
 2M41
 +M4
 2
 4M51
 +M2
 3
 6M31
 +O
 (d3
 max
 M1
 )). (6.2)
 Here n!! denotes 1 · 3 · · ·n for an odd integer n.Previously, McKay [35] obtained a weaker version of this result, with the restriction dmax =
 o(M1/41 ) and with the error term O(d4
 max/M1). In this case the error term absorbs the lastthree terms in the exponent, giving
 g(d) =(M1 − 1)!!e−λ/2−λ
 2/4+o(d4max/M1)
 ∏nj=1 dj!
 (6.3)
 where λ = M2
 M1, which was obtained even earlier by Bender and Canfield [9] in the case that
 dmax is bounded, and Bollobas [11] for dmax growing very slowly. Bollobas explicitly used therandom pairing described in Section 2 and used so profitably in Sections 3.5 and 7.1, furtheranalysis of which yielded (6.2) and (6.3), whereas Bender and Canfield analysed an equivalentmodel.
 The cardinality of G(w) can now be found asymptotically, at least for all the significantvalues of w. To simplify notation the dependence on t is not displayed when it is clear fromcontext. Recalling (6.1),
 |G(w)| = n!
 v!∏k−1i=0 vi!
 ∑
 d∈Ag(d), (6.4)
 where A = A(w) is the set of all nonnegative n-tuples d such that for 0 ≤ i ≤ k − 1, thenumber of dj which equal i is exactly vi,
 ∑nj=1 dj = 2m, and i < j whenever di < dj < k
 or di < k ≤ dj. (These ordering conditions just ensure that the entries of d occur in non-decreasing order except that those which are at least k are not ordered amongst themselves.)Note that A will be nonempty for large n provided 2m ≥ kv +
 ∑k−1i=0 ivi.
 Before using (6.4) and (6.3) to estimate |G(w)|, we need to argue that the upper bound
 dmax = o(M1/41 ) causes no problems. This hinges on the fact that the number m(0) of edges
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at the start of the process is only O(n), and consequently ∆(G0) is a.a.s. small. One wayto do this (as in [44]) is to begin by using an idea in [17] to relax the process generatingG ∈ G(n,m(0)) so that multiple edges and loops are permitted. A bound on the probabilitiesof having large degrees in the multigraph process is quite easy to obtain since (if it is definedappropriately) the vertex degrees are distributed as Poisson variables. The probability agraph has a vertex of large degree is then bounded above by the probability the multigraphhas the same property, divided by the probability that the multigraph process produces agraph. (In this sketch the details are omitted.) In this way, or others, it can be shown thatwhen m(0) = O(n), for fixed b ∈ (0, 1
 3),
 P(∆(G) ≥ nb) = O(e−nb
 ) (6.5)
 for G ∈ G(n,m(0)). Taking b = 14
 say, this shows that with very high probability theinitial vector w(0) is suitable for application of the asymptotic formulae, and even satisfiesthe stronger upper bound on dmax required in (6.3). However, it may be that the processstarts with such a w(0), but later (undesirably) reaches a state where the probability of highdegree vertices in a random graph in G(w) is quite large. The solution to this difficulty is toartificially stop the process if any w(t) is reached such that
 P(∆(G) ≥ nb) ≤ exp(−nb/2) for a random G ∈ G(w(t)) (6.6)
 is not true.To apply Theorem 6.1 later, denote by D the set of all (t,w(t)) for which (6.6) is true.
 Regardless of D (which we have not yet defined), note that P(TD < TD) is bounded above by
 the probability that the process ever reaches one of the states outside D. Since
 P(∆(G0) ≥ nb) = O(exp(−nb))
 andP(∆(Gt) ≥ nb | (t,w(t)) 6∈ D) > exp(−nb/2),
 it follows thatP((t,w(t)) 6∈ D) = O(exp(−nb/2)),
 and so the probability that w ever, for any t, leaves D, is O(m exp(−nb/2)). Thus
 P(TD < TD) = O(m(0) exp(−nb/2)). (6.7)
 To estimate the summation in (6.4), note that the vertex degrees below k are fixed andso, provided m > ε1n for some ε1 > 0, (6.3) becomes
 ∑
 d∈Ag(d) =
 (2m− 1)!!(1 + o(d4max/M1))
 ∏k−1i=1 i!
 viF (v0, . . . , vk−1, s) (6.8)
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where
 F (v0, . . . , vk−1, s) =∑
 d1+···+dv=s
 e−λ/2−λ2/4
 ∏vj=1 dj!
 ,
 λ = λ(v0, . . . , vk−1, d1, . . . , dv) =
 ∑k−1i=1 i(i− 1)vi +
 ∑vj=1 dj(dj − 1)
 ∑k−1i=1 ivi +
 ∑vj=1 dj
 .
 (We will stop the process when m(t) falls below ε1n for some small ε1 > 0.) So estimationof F is all that is required. Apart from the exponential factor, which can be shown to besharply concentrated for the relevant sequences d1, . . . , dv, F can be related to the probabilitythat the sum of a set of independent random variables is equal to s, where each variable isidentically distributed as Poisson conditioned on being at least k. This was done in [44], andthe probability was found asymptotically by choosing the expectations of the variables so asto maximise that probability and using a local limit theorem for the sum of i.i.d. (independentidentically distributed) random variables (see [19, Chapter XVI]). The result is (6.13) below,which requires some definitions first.
 Let Z(z) be a random variable with distribution Po(z), where the expectation z will bespecified shortly, and note that
 P(Z(z) ≥ k) = e−zek(z)
 where
 ek(z) =∑
 i≥k
 zi
 i!. (6.9)
 Also let X(z) be a random variable with the distribution of Z(z) conditioned upon Z(z) ≥ k,so that
 P(X(z) = i) =P(Z(z) = i)
 P(Z(z) ≥ k), i ≥ k. (6.10)
 Now choose the value of z = z(v, s, k) so that
 vEX(z) = s, (6.11)
 (with s defined in (6.1)) which is determined uniquely since EX(z) is strictly increasing withz. It turns out that if d1, . . . , dv are i.i.d. copies of X(z) then λ is sharply concentrated near
 λ =
 ∑k−1i=1 i(i− 1)vi + vE(X(z)(X(z)− 1))
 ∑k−1i=1 ivi + vEX(z)
 . (6.12)
 Interpreting this appropriately, the formula which results is
 F (v0, . . . , vk−1, s) = (1 +O(n−1/2 log n))(ek(z))v exp(−λ/2− λ2/4)
 zs√v2πVarX(z)
 (6.13)
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providedm > ε1n, v ≥ ε1n and s ≥ (k + ε1)v . (6.14)
 (Again, we can stop the process if these conditions fail to be met, by defining the domain Dappropriately.) From (6.4), (6.8) and (6.13), if (6.6) and (6.14) hold then
 |G(w)| =(
 1 +O
 (1
 n1−4b+
 log n√n
 ))n!(2m− 1)!!(ek(z))ve−λ/2−λ
 2/4
 zs√v2πVarX(z)v!
 ∏k−1i=0 vi!i!
 vi. (6.15)
 (Actually, in [44], the error exponent 1− 4b is improved to 1− 3b by arguing, similar to thederivation of (6.6), that the likely degree sequences encountered have M2, M3 and M4 allO(n), in which case the error in (6.2) truly absorbs these terms. This gives a slightly sharperresult in the end. A possibly simpler argument for this improvement is that if we retain theseterms and use (6.2) in place of (6.3), the fact that the terms vary slowly — see the treatmentof λ below — shows that they have no asymptotic effect.)
 At last, we can return to consideration of the transition probabilities in the Markov chain〈w(t)〉, t ≥ 0. (In this process, unlike some of the earlier ones such as in Section 3.1, there doesnot seem to be any way to calculate the expected changes in the variables without essentiallycomputing all the transition probabilities of the Markov chain. There is no obvious way, forinstance, to separate the expected change into separate expectations for each deleted edge,due to the presence of factors depending on the degree of the chosen vertex xt.) Denotew(t) by w = (v0, v1, . . . , vk−1,m) and consider the conditional probability (given w(t)) thatw(t+1) is equal to some vector w′ = (v′0, v
 ′1, . . . , v
 ′k−1,m
 ′). Suppose that the vertex xt, whoseincident edges are deleted from Gt, has degree j, and is adjacent in Gt to exactly ui verticesof degree i for 1 ≤ i ≤ k and to uk+1 vertices of degree at least k+ 1. Also set u0 = −1; thenthe following equations are true:
 v′i − vi = −ui + ui+1 − δij, 0 ≤ i ≤ k − 1,
 v′ − v = −uk,
 uk+1 = j −k∑
 i=1
 ui ,
 (6.16)
 where v′ is for w′ as v is for w.We approach the transition probability computation by counting the possibilities for G ∈
 G(w(t)) with the vertex xt distinguished, and of degree j. The total number of these graphs isjust vj|G(w)|. By the uniformity of the distribution of G, the probability that the neighboursof the randomly chosen xt (conditional on d(xt) = j) are in accordance with the ui can becomputed by counting such graphs. That is, we count the graphs G′ ∈ G(w′) after deletionof the edges incident with xt, with the vertex xt, and its neighbours, distinguished, sincefrom such G′ we can deduce G, and vice versa. Note that xt is now of degree 0 (and speciallydistinguished), and of the other distinguished vertices there are ui of degree i−1 for 1 ≤ i ≤ k,
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and uk+1 of degree at least k. Such vertices can be distinguished in precisely
 f(w,w′) = v′0
 k∏
 i=0
 (v′i − δi0ui+1
 )
 ways, with v′k denoting v′. Using (6.16), this can be written as
 f(w,w′) =k∏
 i=0
 v′i!
 (v′i − ui+1 − δi0)!ui+1!
 =v′k!
 (vk − uk − uk+1)!uk+1!
 k−1∏
 i=0
 v′i!
 (vi − ui − δi0 − δij)!ui+1!
 =v!vj
 (vk − uk − uk+1)!uk!uk+1!
 k∏
 i=0
 v′i!
 vi!
 k−1∏
 i=1
 (vi − δijui
 ),
 and we have from the above argument that
 P(w(t+ 1) = w′ | w(t) = w ∧ d(xt) = j) =f(w,w′)|G(w′)|
 vj|G(w)| .
 Since xt is chosen uniformly at random from the v non-isolated light vertices,
 P(d(xt) = j | w(t) = w) =vjv.
 Thus
 P(w(t+ 1) = w′ | w(t) = w) =f(w,w′)|G(w′)|
 v|G(w)| . (6.17)
 Next, we estimate this ratio using (6.15), taking various parts of the ratio separately, andwriting z′, s′ and λ′ for w′ as z, s and λ are for w (and recalling that v = vk):
 (2m′ − 1)!!
 (2m− 1)!!= (1 +O(n−1))
 1
 (2m)j,
 f(w,w′)v!∏k−1i=0 vi!i!
 vi
 v(v′)!∏k−1i=0 v
 ′i!i!
 v′i=
 (vk − ukuk+1
 )vjj!
 v(k − 1)!uk
 k−1∏
 i=1
 iuik∏
 i=1
 (vi − δijui
 ).
 Moreover, from (6.14) √v2πVarX(z)
 √v′2πVarX(z′)
 = 1 +O(n−1)
 ande−λ
 ′/2−(λ′)2/4
 e−λ/2−λ2/4= 1 +O(n−1).
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For the last remaining factors in (6.17), a fairly simple but technical argument leading to [44,(4.30)] shows that regardless of the degree of xt, z and z′ are almost equal; to be precise,
 zs(ek(z′))v
 ′
 (z′)s′(ek(z))v= (1 +O(n−1))zs−s
 ′(ek(z))v
 ′−v = (1 +O(n−1))
 (zk
 ek(z)
 )ukzuk+1
 since s is the total degree of heavy vertices and so s − s′ = kuk + uk+1. From (6.14), thebinomials and m factors can be estimated by
 1
 (2m)ui
 (vr − Cui
 )=(vr2m
 )ui 1
 ui!+O
 (vui−1r
 mui
 )=(vr2m
 )ui 1
 ui!+O
 (1
 n
 )
 for any C > 0, with r = i ≤ k or r + 1 = k + 1 = i.Recalling that the total number of edges deleted is
 d(xt) = m−m′ =k+1∑
 i=1
 ui, (6.18)
 and not forgetting the error term in (6.15), (6.17) now gives the transition probability asymp-totically in the very nice form
 P(w(t+ 1) = w′ | w(t) = w) =vjv
 (j
 u1, . . . , uk+1
 )pu1
 1 pu22 · · · p
 uk+1
 k+1 +O
 (1
 n1−4b+
 log n√n
 )
 where
 pi =ivi2m
 (i = 1, . . . , k − 1), pk =vzk
 2m(k − 1)!ek(z), pk+1 =
 vz
 2m
 and(
 ju1,...,uk+1
 )= j!
 u1!···uk+1!is the multinomial coefficient. Thus, conditional upon w and
 d(xt) = j, the vector (u1, . . . , uk+1) has asymptotically the multinomial distribution resultingfrom j independent trials with probabilities p1, . . . , pk+1. In the multinomial distribution, uihas expected value jpi for each i, 1 ≤ i ≤ k + 1. Hence
 E(ui | w(t) = w) =k−1∑
 j=1
 vjvjpi +O
 (1
 n1−4b+
 log n√n
 )
 =spiv
 +O
 (1
 n1−4b+
 log n√n
 ). (6.19)
 This determines the expected value of vi(t+1)−vi(t) via (6.16) and of m(t+1)−m(t) via(6.18), and hence of E(w(t + 1) −w(t) | w(t)), to the same accuracy. This gives us enoughinformation to present the appropriate differential equations: writing
 νi(x) =vi(xn)
 n, ν(x) =
 v(xn)
 n, µ(x) =
 m(xn)
 n, ν(x) =
 v(xn)
 n, σ =
 s
 n(6.20)
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the equations are (recalling u0 = −1 and noting that E(δij | w) = vi/v and that the pi mustsum to 1)
 dνidx
 = δi0 +(i+ 1)νi+1σ
 2µν− iνiσ
 2µν− νiν
 (0 ≤ i < k − 1)
 dνidx
 =zkνσ
 2µν(k − 1)!ek(z)− iνiσ
 2µν− νiν
 (i = k − 1) (6.21)
 dµ
 dx= −σ
 ν
 where z can now be defined (analogous to (6.11)) by
 νEX(z) = 2µ− σ (6.22)
 (recall that X(z) is distributed as Po(z) conditioned on being at least k, as in (6.10)), andek is still as in (6.9). The other variables (σ, ν and z) appearing here are simple functions ofthe νi and µ, determined by (6.1) and (6.11). Note that the initial conditions relevant for theprocess are determined by the random graph G0 ∈ G(n,m(0)).
 6.2.2 Dealing with difficult differential equations
 Although we have not been able to solve the differential equations (6.21) for all the variables,it is possible to wring information on the size of the k-core from them.
 It is shown in [44, pp. 135] that the system (6.21) implies
 z2
 µ= C1,
 ezν
 ek(z)= C2 (6.23)
 for some constants C1 and C2 which will depend on the initial conditions. We will be consid-ering the implications of this when m = cn/2. (Here c can be thought of as an approximatelyconstant function of n, or merely any function of n, bounded above and bounded away from0, such that our conclusions will depend on what ranges c lies in.)
 The sort of large deviation argument leading to (6.5) can also be used to show that forw = w(0) (which is determined by a random G ∈ G(n,m(0))) the probability of the event
 |ν(0)− e−cek(c)|+ |2µ(0)− σ(0)− cπk(c)| < n−ε1 (6.24)
 is 1−O(e−nε), where
 πk(z) = P(Z(z) ≥ k − 1) (6.25)
 for Z(z) as before distributed as Po(z), where ε and ε1 are sufficiently small positive constants.Specific values can be computed; this was done in the argument in [44], but the presentargument is different and we are not paying attention to the actual values.) Note also thatthe probability generating function of X = X(z) in (6.10) is g(y) = EyX and so
 EX(z) = g′(1) =zπk(z)ez
 ek(z). (6.26)
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Restrict to G0 satisfying (6.24) and apply Theorem 6.1 with the variables Y1, . . . , Ya beingthe vi(t) and m(t). Since the degrees of at most k vertices change in any one step of theprocess, and m changes by at most k, we can take β = 2k and γ = 0. D is the domainsuggested by (6.14) together with v > ε2n (where ε2 will be chosen much smaller than ε1);that is, considering (6.20), D is the set of (ν0, . . . , νk−1, µ, x) such that
 µ > ε1, ν > ε1, 2µ− σ > (k + ε1)ν, ν > ε2. (6.27)
 The set D was defined just after (6.6) to eliminate the extreme degree sequences for which wecould not compute the trends. Equation (6.19) now establishes the trend hypothesis wherethe functions fi are those on the right hand side of equations (6.21). Since we are not aimingfor best possible results here, take λ = n−ε. Note that the lower bound ν > ε1 is cruciallyrequired for the Lipschitz hypothesis. From this theorem, and noting (6.7) which guaranteesthat the extreme degree sequences outside D are almost never encountered, we conclude thatwith probability 1−O(e−n
 ε),
 vi(t)
 n= νi(t/n) +O(n−ε) (0 ≤ i < k),
 m(t)
 n= µ(t/n) +O(n−ε) (6.28)
 as long as the inequalities in (6.27) are satisfied with some slack (that is, with ε1 replaced byCε1 for some sufficiently large C > 0).
 To state the implications for the k-core, we define
 γk = infλ>0
 {λ
 πk(λ)
 }
 where πk is defined in (6.25).
 Theorem 6.3 Choose ε0 arbitrarily small. If c < γk − δ for fixed δ > 0 and m = cn/2, thenthe probability that G ∈ G(n,m) has a k-core with at least ε0n vertices is O(e−n
 ε) for some
 ε > 0.
 Note. ÃLuczak [33] showed that a.a.s. in the standard random graph process, every k-corewhich is nonempty has at least 0.0002n vertices. Thus, if we choose ε0 below this smallconstant, the theorem shows the threshold of appearance of a k-core is greater than γk − δfor all δ > 0.Proof. First, a word about the strategy of choosing ε1 and ε2. It is helpful to consider ε1 tobe a very small fraction of ε0 (at least, we take it less than ε0 and reserve the right to chooseε1 smaller later) and also of δ. Then ε2 is much smaller again. Then if the process (or morecorrectly, the vector of scaled variables of the process) exits D, the remaining number of edgesis much smaller than both δn and ε0n, and if it exits at ν = ε2, the number of heavy verticesremaining is much larger than the number of light vertices.
 We can clearly assume that the concentration of the initial variables at the start of theprocess given in (6.24) holds, as well as the approximations to the variables throughout theprocess given in (6.28) (by choosing ε in the present theorem sufficiently smaller than those
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occurring earlier). So consider the solution of the differential equations (6.21) with someinitial conditions such that ν(0) and σ(0) satisfy (6.24). Then using the definition of z (6.22),and (6.26) and (6.24), we find
 EX(z(0)) = EX(c) +O(n−ε1)
 and hencez(0) = c+ o(1) (6.29)
 (since EX(z) is clearly increasing with z).We first show that for sufficiently small and well chosen ε1 and ε2 the solution cannot exit
 D at the boundary where 2µ−σ = (k+ ε1)ν or where ν = ε2, and then deduce from this thatthe k-core is a.a.s. quite small.
 Suppose to the contrary, firstly, that the solution exits D with 2µ(x)−σ(x) ≤ (k+ε1)ν(x).(In fact, equality must hold, by continuity.) With X(z) as in (6.10), we find using (6.22)
 k + ε1 ≥2µ(x)− σ(x)
 ν(x)= EX(z(x)) = k + E(X(z(x))− k) > k + Cz(x)
 for some positive constant C independent of ε1. (The last is easily verified in the case of zbounded, which is all we need here.) Thus z(x) < ε1/C. But from the second equation in(6.23),
 ν(x) =ek(z(x))ez(0)ν(0)
 ez(x)ek(z(0)).
 From this, (6.29) and (6.24) give
 ν(x) =ek(z(x))
 ez(x)=e−z(x)z(x)k
 k!(1 +O(z(x))) = O(εk1) < ε1
 for ε1 sufficiently small, as z(x) < ε1/C. This means the solution has already exited D, acontradiction.
 Next, suppose the solution exits D with ν(x) = ε2. Then µ > ε1 and so
 2µ− σ > 2µ− kε2 = 2µ(1 +O(ε1/ε2)). (6.30)
 Combining (6.22), (6.26) and (6.23) shows
 2µ− σzπk(z)
 =νez
 ek(z)= C2.
 Hence by the definition of γk,
 γk ≤z(x)
 πk(z(x))
 =z2(x)
 2µ(x)× 2µ(x)− σ(x)
 z(x)πk(z(x))(1 +O(ε1/ε2)) by (6.30)
 =z2(0)
 2µ(0)× 2µ(0)− σ(0)
 z(0)πk(z(0))(1 +O(ε1/ε2)) by (6.23)
 = c(1 +O(ε1/ε2))
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by (6.24) and (6.29), which contradicts c < γk − δ for suitably chosen ε1 << ε2. So thesolution cannot exit D on this boundary.
 Thus, it exits with µ(x) = ε1 or ν(x) = ε1, and up to this point (i.e., for all smaller x) hasν > ε2. By (6.28), the random process has v(t) > n(ε2 − o(1)) light vertices for all t ≤ xn,and so does not terminate before this time. But at this time (again by (6.28)) there are atmost n(ε1 + o(1)) heavy vertices left, so the k-core is no larger than this. Making sure thatε1 is smaller than ε0 now completes the proof.
 Whenever c is a little larger than γk, c = λ/(πk(λ)) has two roots for λ. Denote the largerone by λk(c). The following theorem follows from the results in [44]. As mentioned before,the approach to the proof there is a little different from the one here, but still the presentapproach is sufficient for the following.
 Theorem 6.4 Choose ε0 arbitrarily small. If c > γk + δ for some fixed δ > 0 and m = cn/2.Then with probability 1−O(e−n
 ε) for some ε > 0, G ∈ G(n,m) has a k-core with
 neλk(c)ek(λk(c)) + o(n)
 vertices.
 Proof sketch. It can be shown that in this case the differential equation solution must haveν(x) = 0 for some x when ν is approximately eλk(c)ek(λk(c)). The random deletion processalmost surely follows the differential equation at least approximately until it leaves a domainD like the one in Theorem 6.3. From this point, the Lipschitz condition fails, and in fact whenthe number v of light vertices drops to a very small value, the expected change in the numberof light vertices per deletion step will start to vary significantly due to lack of concentrationof the numbers vi. However, it can still be shown that the expected change in s(t) in a singlestep is negative. Then Corollary 4.1 is sufficient to show that the process finishes in at mostCn steps for some C which can be made arbitrarily small. (Actually, the relative rate ofchange of s(t) with respect to m(t) will continue to be roughly constant until v hits 0, butthis is not strictly needed for the proof.)
 Note. In [44], the threshold was determined more precisely (with error n−C rather thanjust δ), and a value for the exponent ε in the probability was determined. In addition, it wasshown that a.a.s. in the standard random graph process, the very edge, say the m’th, whichcreates a nonempty k-core produces one of “full” size. To be precise, a.a.s. for all m such thatGm has a nonempty k-core, its size is neλk(2m/n)ek(λk(2m/n)) + o(n−ζ) for ζ > 0 given in [44].The higher accuracy was obtained by using the method of proof of Theorem 5.2, applied tothe general integrals of the differential equations given by (6.23).
 7 Differences with a tail
 Sometimes the upper bound on the differences in variables is too large to be useful, but thedifferences are with high probability much smaller than the upper bound, as discussed inSection 4.4. In this case Theorem 5.1 will be used with non-zero γ.
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7.1 The degree-greedy algorithm for independent sets
 Here we consider the second algorithm for finding independent sets in random regular graphs(see Section 2). The results given here were obtained in [61] (where it was called the neigh-bourly algorithm), and also in the case d = 3 in [21] (called MINGREEDY). The analysis usesthe pairing process, as for the simple greedy algorithm in Section 3.5.
 The degree-greedy algorithm is as follows. Given a random d-regular graph G,
 1. Set I := ∅;
 2. If V (G) = ∅, stop. Otherwise, select a vertex v u.a.r. from the vertices of G of minimumdegree;
 3. Set I := I ∪ {v} and delete v and all its neighbours from G;
 4. Return to step 2.
 An equivalent way to express this algorithm is as follows. A vertex of degree strictlyless than d is called unsaturated . Choose the vertices in an independent set I consecutively,each vertex chosen randomly from those which, in the graph of edges so far probed, are ofmaximum degree subject to being unsaturated. After adding a vertex v to I, probe all itsincident edges as well as all those of its neighbours. Thus, the edges probed in this algorithmare the ones deleted in the one above.
 As with the simple greedy algorithm, this one can be incorporated as part of a pairingprocess generating a random regular graph, by exposing pairs when probed.
 The pairing process incorporating the degree-greedy algorithm.
 First add a random vertex to an empty set I. When v is added, random mates areselected for all remaining unpaired points in (the bucket corresponding to) v, and thenfor all other points in the vertices adjacent to v. Then the next vertex v is selectedfor I, which is done randomly from those currently of distance at least 2 from I, andof maximum degree subject to this constraint. The process continues until all verticeshave distance at most 1 from vertices in I.
 In the following discussion, this pairing process is regarded as the algorithm. Note thatthe pairing is completed (that is, all edges are exposed) at or before the step in which the lastvertex is added to I.
 Before setting up the differential equations, the typical behaviour of the algorithm mustbe considered. For d in general, this behaviour has some interesting features (which have notyet been fully determined, as explained below). The current degree of the vertex v added ateach step clearly affects the size of the independent set ultimately produced, and the typicalvalue of its degree can change throughout the process. At first, the number of unsaturatedvertices of degree greater than 1 remains bounded, and the vertices added to I are almostall of degree 1. But when |I| > εn, vertices of degree 2 are created with positive probabilitywhen adding the edges from v or its neighbours. Still, any such vertices created are chosen in
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the next few steps of the algorithm until none remain. This is called phase 1 of the algorithm.But at some time the newly generated vertices of degree 2 begin to regenerate themselvesas fast as they are consumed. Shortly after this, the degree 2 vertices are created fasterthan they are consumed, and we say that the algorithm is in phase 2. At this time, all buta bounded number of unsaturated vertices have degree at most 2. The transition betweenphases is rather blurred, and before getting technical we do not have a precise definition ofthe phases; roughly speaking, if most of the vertices being added are of degree k or k+ 1 thenall but a bounded number of unsaturated vertices have degree at most k, and the algorithmis in phase k. This keeps going until phase d− 2, when the vertices being chosen have degreed− 2, and any vertices of degree d− 1 created are immediately chosen next.
 It would be possible that a phase d−1 occurs, in which vertices of degree d−1 are createdfaster than they are destroyed. It would similarly be possible that at some time in phase k thevertices of degree k are, perhaps through some unlikely events, or perhaps even a.a.s., used upprematurely, and the process reverts to an earlier phase. Indeed, these scenarios are clearlypossible in any particular run of the algorithm, and can even be highly likely if the processstarts not with an empty pairing but with a carefully selected initial pairing. However, thesolution of the differential equations given below shows that, at least for d ≤ 100, the processa.a.s. passes through phases 1, 2, . . . , d − 2 with no reversions and without reaching a phased− 1. I conjecture that this is the case for all d ≥ 3. These statements will be made preciseby defining phases in terms of the differential equations governing the process.
 We are at liberty to define the basic variable t of the differential equations arbitrarily. Forthis process, a convenient choice of t is not the number of pairs added to the growing graph,nor is it (as in the simple greedy algorithm) the number of vertices added to I. Instead,the definition of a unit time interval depends on the phase k of the algorithm, and both aredefined inductively. We begin after the first vertex has been put into I and all edges incidentwith its neighbours have been determined. Here t = 1 and k = 1.
 So now assume that the algorithm has reached some general point in phase k. We shallassume that there are many unsaturated vertices of degree at most k, and that, for a periodof time at least, each individual vertex added to I a.a.s. has degree either k or k + 1. (Theprecise statement proved in [61] is that this is true at least after o(n) vertices have been addedto I in phase k. Except near the end of phase k, the unsaturated vertices of degree at leastk + 2 are created only rarely, because only a bounded number of unsaturated vertices havedegree k + 1 and so it is unlikely that they are selected when the pairs are exposed.) Definea clutch to be a set of vertices added consecutively to I beginning with one of degree k andending just before the next vertex of degree k. Increment time by 1 for each clutch of vertices,and so define Gt to be the graph evolved after t clutches. Now the expected changes to Gt inone unit of time can be calculated. Define Yi(t) as usual, and define S(t) to be the number ofunpaired points remaining at time t. This is determined by the deficiencies of the unsaturatedvertices, and so
 S(t) =d−1∑
 i=0
 (d− i)Yi(t).
 Condition on Gt and consider the process while the next clutch of vertices is added to I.
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Computation here is only approximate, ignoring the changing values of the variables duringthis segment of the algorithm, and making various other assumptions which can also bejustified. Also we assume that Yi(t) = 0 for i > k. When a point is selected at random tobe paired with another, the probability it lies in a vertex of degree j is (d − j)Yj(t)/S(t).Thus, when a vertex of degree k is added to I, the expected number of vertices of degree jhit during exposure of its d− k remaining edges is
 (d− k)(d− j)Yj(t)S(t)
 ,
 and the expected number of vertices of degree i hit in turn when the remaining d − j − 1edges from each of these vertices are exposed is
 (d− k)(d− j)Yj(t)S(t)
 × (d− j − 1)(d− i)Yi(t)S(t)
 .
 The former change from degree j to degree d, and so contribute only to a reduction in Yj,whilst the latter change from degree i to degree i + 1, assuming (at least a.a.s.) that thevertices hit during taking the clutch are all distinct. So they contribute to both a reductionin Yi and an increase in Yi+1. This is summed over all j up to d−2, to show that the expectedincrease in Yi when one vertex v of degree k (not a clutch, yet) is added to I is
 −δik + (d− k)µi (7.1)
 where µi = µi(t) is given by
 µi = −(d− i)Yi(t)S(t)
 +d−2∑
 j=0
 (d− j − 1)(d− j)((d+ 1− i)Yi−1(t)− (d− i)Yi(t))Yj(t)S(t)2
 .
 Here the term −δik stands for the loss of the vertex v itself in the case i = k. On the otherhand, if v has degree k + 1, the result is
 (d− k − 1)µi (7.2)
 in place of (7.1), for all i ≤ k. (This will not be needed for i = k + 1.)The expected number of vertices of degree k + 1 in a clutch can be found as follows.
 Beginning with Yk+1(t) = 0, the expected number created when the first vertex of the clutchand all its neighbours’ edges are exposed is, from (7.1), (d − k)µk+1. Consider this as thefirst generation of a birth-death process in which the individuals are the vertices of degreek+ 1, each giving birth to a number of children (essentially independently of the others) withexpected number (d−k− 1)µk+1 by (7.1). Then the expected number in the jth generation is
 (d− k)µk+1((d− k − 1)µk+1)j−1,
 and the expected total number of births in the whole birth-death process is
 (d− k)µk+1
 1− (d− k − 1)µk+1
 . (7.3)
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(During phase k the denominator will be positive; only near the transition to phase k+ 1 willit approach 0.) The births represent vertices of degree k + 1 in the clutch. For i ≤ k, theexpected increase in Yi when the clutch is added is obtained by multiplying this by (7.2), andadding (7.1), for the first vertex of the clutch. This simplifies to
 E(Yi(t+ 1)− Yi(t) | Gt) = −δik +(d− k)µi
 1− (d− k − 1)µk+1
 .
 As in the other examples, this forms the basis for the differential equations. Write Yi(t) =nzi(t/n), µi(t) = nτi(t/n) and S(t) = nξ(t/n). The system of differential equations suggestedis
 z′i = −δik +(d− k)τi
 1− (d− k − 1)τk+1
 (i ≤ k); zi = 0 (i > k) . (7.4)
 Here differentiation is with respect to x, where xn represents the number of clutches, andfrom the definitions of µ and S
 τi = −(d− i)ziξ
 +d−2∑
 j=0
 (d− j − 1)(d− j)((d+ 1− i)zi−1 − (d− i)zi)zjξ2
 and
 ξ =d−1∑
 i=0
 (d− i)zi.
 Along the way one must compute the number Y (t) of vertices in I at time t. The expectedincrease in Y at time t is the expected size of a clutch, which is the expected number of birthsgiven in (7.3), plus 1 for v. So writing Y (t) = nz(t/n), the differential equation suggested forz is
 z′ = 1 +(d− k)τk+1
 1− (d− k − 1)τk+1
 =1 + τk+1
 1− (d− k − 1)τk+1
 .
 So far, differentiation has been with respect to x. However, since x does not appear other
 than as a parameter in any of these equations, we can compute the ratio dzidz
 =z′i(x)
 z′(x)using
 (7.4) and obtain
 z′i =δik((d− k − 1)τk+1 − 1) + (d− k)τi
 1 + τk+1
 (i ≤ k); zi = 0 (i > k) (7.5)
 where differentiation is with respect to z, and all functions can be taken as functions of z,which represents the cardinality of I (scaled by 1
 n).
 For the first phase, k = 1 and the initial conditions are
 z0(0) = 1, zi(0) = 0 (i > 0).
 The technical definition of the phases can now be given, inductively. Phase k refers to allof the process corresponding to values of z between z(k−1) and z(k). On this interval, thefunctions zi are given by (7.5) with initial conditions given by the final values in the previous
 58

Page 59
                        

phase, at z(k−1). The final part of the definition is that z(0) = 0 and z(k) is the first solutionfor z ≥ z(k−1) of (d− k− 1)τk+1 = 1. (This is when the expected number of births in a clutchwould tend to infinity.)
 Theorem 5.1 can be applied to the process within each phase. This is similar to theapplications in Section 5.3 except that γ is now non-zero, because there is no upper boundon the number of vertices in a clutch. However, as long as the expected number of births(7.3) in the birth-death process is bounded above, the probability of getting say nε birthsis O(n−K) for any fixed K. (This comes from a standard argument, which can go like thefollowing. If (7.3) is bounded then the expected number of new vertices of degree k+ 1 foundwhen one such vertex and all its neighbours are exposed is at most 1 − ε for some ε > 0.Thus, the number of such vertices in the current graph has an expected decrease at eachstep. Then an argument like the proof of Corollary 4.1 with b = −ε shows that with veryhigh probability the number of these vertices in the current graph reaches 0 before too long.)Thus Theorem 5.1 applies with γ = n−K and β = nε and an appropriate domain D. Bythis argument, it was shown in [61] that during each phase, Yi(t) = nzi(t/n) + o(n) a.a.s.It follows that the size of the independent set at the end of the algorithm is asymptotic tonz(k), where k is the last phase. The solutions of the systems of differential equations werecomputed for many small values of d, and as mentioned above, in all cases the system passesthrough phases 1, 2, . . . , d− 2 and then finishes. (Some numerical analysis needed to be doneto check that with the approximate solutions found, at the end of each phase k the number ofvertices of degree k + 1 does indeed begin to grow. That is, the birth rate, per individual, inthe birth-death process generating vertices of degree k+ 1 must grow above 1. This was doneby examining the derivative of the function determining the birth rate. This derivative wasshown to be positive near the phase transition. In this way, there is no problem caused bythe fact that the sharp concentration result only applies in a domain which is exited near theend of a phase. Alternative scenarios, where say the maximum degree unsaturated verticesreverted to degree k − 1 or less, were ruled out by the numerical computation in these cases,but have not been ruled out theoretically in general.) Thus, in all these cases, the size of theindependent set found by this algorithm is a.a.s. asymptotic to nz(d−2).
 The almost sure lower bounds on maximum independent set size of a random d-regulargraph (d ≥ 3) given by this algorithm are closer to the best known upper bounds (McKay [36])than to the lower bounds given by the simple greedy algorithm in Section 3.5, and seem toexceed the best lower bounds obtained by other means (Shearer [54]) for all d. The followingtable shows the bounds given by the simple greedy and degree-greedy algorithms for small d,as well as the upper bounds from [36].
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d simple greedy degree-greedy upper bound3 0.3750 0.4328 0.45544 0.3333 0.3901 0.41635 0.3016 0.3566 0.38446 0.2764 0.3296 0.35807 0.2558 0.3071 0.33578 0.2386 0.2880 0.31659 0.2240 0.2716 0.299910 0.2113 0.2573 0.2852
 Finally, for d = 3 the explicit solution z(1) = 6 ln 32− 2 can be derived. This value was
 found in [21] basically using the same idea as in Section 3.3.1 for 2-processes; that is, makinguse of the sum of degrees condition to eliminate one variable. (In [21] the behaviour of Y0
 was determined in [20] using approximation by differential equations.)Eliminating only one variable does not seem to help much for d > 3, so fix on d = 3. Then
 there is only one phase, so k = 1 and the equation for z′0 in (7.5) is
 dz0
 dz=
 2τ0
 1 + τ2
 , (7.6)
 τ0 =−3z0(ξ + 6z0 + 2z1)
 ξ2, (7.7)
 τ2 =2z1(6z0 + 2z1)
 ξ2. (7.8)
 Since Y2 is virtually 0 during phase 1 (this observation relies on the differential equationapproximation being valid; z2 = 0 in phase 1), the edges added during this process reach newvertices which have degree 0 with probability 3Y0/(3Y0 + 2Y1). So for each edge added thisis the expected decrease in Y0. (We also require the fact that vertices of degee 0 are usuallynot added to the independent set, except for the very first vertex; this comes either from theobservation that a random cubic graph is almost always connected (see [12] or [59]), or as acorollary of the fact that the number of vertices of degree 1 grows away from 0 during thisphase, which also follows from the validity of the differential equation approximation.) Onthe other hand, with every edge added, ξ decreases by 2. It follows that dξ
 dz0= 2ξ
 3z0, since nξ
 and nz0 approximate 3Y0 + 2Y1 and Y0. Solving this equation with initial condition ξ = 3when z0 = 1 gives ξ = 3z
 2/30 . Substituting this and z1 = 1
 2ξ− 3
 2z0 into (7.6) and solving (Maple
 or Mathematica helps!) with initial condition z0 = 1 when z = 0 gives z as the followingfunction of z0:
 6 ln 3− 2− 2 ln(z0 + 8)− 4 ln(2 + z1/30 ) + 2 ln(z
 2/30 − 2z
 1/30 + 4) + 3z
 1/30 − 3
 2z
 2/30 +
 1
 2z0.
 Putting z0 = 0 to find the end of phase 1 yields z(1) = 6 ln 32− 2 as required.
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7.2 Greedy packing
 Let G0 = (V,E) be a k-uniform simple hypergraph and consider the greedy packing process.Each step deletes a randomly chosen hyperedge and all the vertices it contains. Thus allhyperedges containing those deleted vertices are also deleted. We are interested mainly inhow many vertices remain (of degree 0) at the end of the process.
 Let ν = |V | and µ = |E|. The variables we will consider are the degrees of the vertices:let Yi(t) denote the degree of vertex i in Gt. We assume at the outset that
 |Yi(0)− r| ≤ δ (7.9)
 for all i, where δ and r are functions of n. We only obtain useful results here when δ << r <<ν. (Other cases can also be treated, but to simplify this discussion if we concentrate on thecase that the differences have tails.) For asymptotics these variables all go to∞. Throughout,k ≥ 3 will be fixed.
 Since each vertex degree is only likely to change very occasionally, we scale time by afactor of
 M =ν
 r.
 That is, redefine Gt+1 to be the graph obtained after M hyperedges are chosen and deletedstarting with Gt. We call these deletion operations , to distinguish them from the steps of theprocess (each of which contains M deletion operations). We assume for convenience that Mis an integer; this assumption does not alter the outcome of the argument. This particularscaling is chosen just to conveniently conform to the setting of Theorem 5.1, in which therange of the variables is roughly of the same order of magnitude as the length of the process.Note here that the process must end after at most ν/k hyperedges are deleted, since the kvertices in each hyperedge disappear forever. Thus, the length of the process in scaled timeis at most r/k.
 Continuation of the process depends on some of the remaining vertices having non-zerodegree, which leads to the idea of keeping track of the vertex degrees during the process. Togain some idea of what we might expect the truth to be, regarding the number of verticessurviving to the end, it is reasonable (but has not been proved yet) to suppose that at anytime until near the end of the process, the graph is “almost” random given the number ofedges. This cannot hold forever, but let us be optimistic and expect the process to keep goinguntil its vertex degrees become roughly constant, from which time we might suppose thatsome significant proportion of the surviving vertices will survive to the end of the process.
 We first run through a trial calculation using the uniform randomness assumption, since amore accurate version is exactly what we need later. In the trial calculation, we can pretendthat all vertices have the same degree, say z(t/r)r, at time t. We write x for t/r throughout.
 There are altogether exactly ν − kMt surviving vertices remaining in the graph Gt. Thenumber of hyperedges is the sum of degrees divided by k, namely
 (ν − kMt)rz
 k=ν(1− kx)rz
 k. (7.10)
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We can also estimate the change in the degree of a surviving vertex per step. Each vertexis in rz hyperedges, each of which has k − 1 other vertices and hence is deleted if any of itsintersecting rz hyperedges is the chosen one. The (estimated) probability of reducing thedegree in one deletion operation is therefore the product of these three numbers divided bythe number of hyperedges given above; that is, k(k−1)rz
 ν(1−kx). Multiplying by M = ν/r, we obtain
 the expected degree reduction in one step, conditional on the vertex surviving:
 k(k − 1)z
 (1− kx). (7.11)
 Using the usual differential equation philosophy, the suggested equation is
 z′(x) = −k(k − 1)z
 (1− kx)(7.12)
 with initial condition z(0) = 1 since z is the degree scaled by 1/r. The solution is
 z(x) = (1− kx)k−1. (7.13)
 The degrees drop to about 1 when z is 1/r, that is, the number of surviving vertices, ν(1−kx),is
 ν
 r1
 k−1
 . (7.14)
 In the example in the introduction, where the vertices of G0 are edges of the completegraph Kn, and the edges are the triangles of Kn, the process greedily deletes the edges oftriangles until no triangles remain. Here k = 3, ν =
 (n2
 )and r = n−1, so (7.14) suggests that
 the number of edges remaining at the end of the process is about n3/2, in line with Spencer’sconjecture.
 We now take a rigourous look at the general situation. As mentioned in Section 2, we arenot aiming here for the best possible value of ε which this method will deliver.
 Theorem 7.1 Let G be a k-uniform hypergraph with ν vertices. Assume ν < rC for someconstant C, δ = O(r1/3) and r = o(ν). Also assume (7.9) holds. Then for any ε0 <
 19k(k−1)+3
 ,
 a.a.s. at most ν/rε0 vertices remain at the end of the greedy packing process applied to G.
 Proof. Instead of trying to force the vertex degrees into a differential equation with ν vari-ables, it seems to be no loss to use just one variable, whose differential equation will be (7.13).Theorem 5.1 does not apply directly so we have to rework the proof slightly.
 First examine a generic situation: suppose that at time t = rx the degrees of all the verticesare approximately equal, and in fact the degree Yi of each vertex i satisfies the inequality
 |Yi − rz| < ξ (7.15)
 for some ξ = ξx where0 < log2 r < ξ = o(rz). (7.16)
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Here and in the following we use (7.13) for the definition of z. We will find upper and lowerbounds on the expected change in Yi during one step for each vertex i, as well as a bound onthe tail of the distribution, conditional on the vertex not being deleted during this step.
 First consider the number of hyperedges present during the next step of the process (i.e.,the next M deletion operations). There are altogether exactly ν− kMt undeleted vertices re-maining in the graph Gt. We can then replace the estimate (7.10) of the number of hyperedgesat the start of this step by the more accurate
 (rz + φξ)(ν − kMt)/k =rzν(1− kx)
 k(1 + φξ/rz)
 where φ denotes a function whose absolute value is bounded above by 1, different at eachoccurrence. At each of the M deletion operations throughout this step, k vertices are deletedof degree O(rz), so O(krz) = O(rz) hyperedges are lost, accumulating to at most O(Mrz) =O(νz) throughout the whole step. So the number of hyperedges is always
 ν(1− kx)rz
 k
 (1 + φξ/rz +O
 (1
 r(1− kx)
 ))(7.17)
 throughout this whole step.The next task is to bound with high probability the change in a vertex degree in this
 step. Later we compute the expected change, focussing on vertex 1. We assume this vertexis not deleted in this step. By (7.15), the argument above estimating the probability that thecurrent degree of vertex 1, i.e. d(1), is changed in one deletion operation is valid to within aconstant factor, giving the rough upper bound on this probability as
 p = O
 (rz
 ν(1− kx)
 )= O
 ((1− kx)k−2
 M
 )
 by (7.13).Let us call a deletion operation where d(1) changes “successful” and let s denote the
 number of these. For a simple large deviation inequality on s, just compute E(sb
 )where b =
 blog rc. This can alternatively be expressed as the sum, over all b-subsets of the M operations,of the probability that all operations in the subset are successful. Note the indicator variablesfor the successful operations are not independent here, but nevertheless the probability thata given b-subset is successful is bounded above by pb using a chain of conditional probabilities.Thus, by linearity of expectation and since log ν = O(log r),
 E
 (s
 b
 )≤(M
 b
 )pb =
 (O(1)
 b
 )b= O(ν−3).
 Hence using Markov’s inequality (4.1) with α = Cν3,
 P(s ≥ b) = P
 ((s
 b
 )≥ 1
 )= O(ν−3).
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Note that since the hypergraph is simple, d(1) can decrease by at most k for every deletionoperation, so Y1(t) − Y1(t + 1) < kb if s < b. Thus with β = kb and γ = O(ν−3) we obtainthe boundedness hypothesis of Theorem 5.1 for this particular step. Applying this argumentto all vertices gives
 P(
 max1≤i≤ν
 {Yi(t)− Yi(t+ 1)} ≥ β)≤ γ (7.18)
 withβ = kblog rc, γ = O(ν−2).
 Now we assume γ = 0; on reflection at the end of the argument it will be seen that such asmall γ has no effect on the conclusion.
 We now turn to estimating the expected decrease in d(1) during these M operations. Bylinearity of expectation, this is
 E(Y1(t)− Y1(t+ 1)) =M∑
 j=1
 E∆j
 where ∆j is the decrease in the j’th deletion operation. Compute E∆j as
 E(∆j | A)PA+ E(∆j | A)PA
 where A is the event that already in this step, up to this operation, at least one vertex hasdecreased its degree by at least β, and A is the complement of A. The greatest possibledecrease is clearly O(r), and PA = O(ν−2) by (7.18). So E(∆j | A)PA = O(ν−1). ForE(∆j | A), we just have to run through the earlier estimates more carefully, knowing thatthe degrees have decreased by at most β since the start of this step. Thus, from (7.15), eachvertex now has degree
 rz + φξ +O(β). (7.19)
 In the argument leading to (7.11), the degree of vertices was estimated three times, twice inthe numerator and once in the denominator coming from (7.10). Hence, without multiplyingby M , we have
 E(∆j | A) =k(k − 1)z
 M(1− kx)× (1 + φξ/rz +O(β/rz))2
 1 + φξ/rz +O(β/rz)
 =k(k − 1)z
 M(1− kx)
 (1 +
 (3φ+ o(1))ξ
 rz
 ),
 being careful with φ’s (which can be different at different occurrences so the identical-lookingfactors do not cancel), and using (7.16). Thus
 E(Y1(t)− Y1(t+ 1)) =k(k − 1)z
 (1− kx)
 (1 +
 (3φ+ o(1))ξ
 rz
 )= f(x) + φλx
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in place of the trend hypothesis, where by (7.13)
 f(x) = k(k − 1)(1− kx)k−2, λx =(3k(k − 1) + o(1))ξ
 r(1− kx).
 Hence, looking a little later in the process and guided by (5.3), assuming the bounds (7.15)on vertex degrees, we have
 E(Y1(t+ j + 1)− Y1(t+ j) | Ht+j) = f(x+ j/r) + φλx+j/r
 = f(x) +O(w/r)(1− kx)k−3 + φλx(1 + o(1))
 provided j ≤ w = o(r(1− kx)).We follow the rest of the proof of Theorem 5.1, but this time Y is the degree of any
 particular vertex, as above. The same argument is applied to each of the vertices separately,in order to pass from time t to t + w. The conclusion of the induction will be almost surebounds on all the degrees of the vertices at time t + w. It is now simpler to have the lengthw of the supermartingale a function of i; we change w to
 wi = r1−ε(1− kxi) (7.20)
 (actually, rounded to an integer) for any ε < 1/3 and where xi = ki/r is the current value oft/r at the start of the supermartingale, and inductively ki+1 = ki + wi. For later reference,since each wi covers 1− r−ε of the distance from ki to r/k, we have
 ki ≈r
 k
 (1− (1− r−ε)i
 )(7.21)
 where the approximation is only due to integer rounding at each step. The estimate abovenow permits
 g(r) = r−ε + φλx(1 + o(1))
 in place of (5.4). Then we conclude (5.6) as before. In (5.7), just take α = 3 log ν = O(log r)so that the probability is small enough to be able to multipy by ν, for the number of variables,and r, for the number of values of i (at most). Now apply the rest of the argument of theproof of Theorem 5.1, starting with Bi = ξi. Then from the supermartingale argument,
 |A2| < wig(n) +√wi(log r)O(1) = O(r1−2ε) + φr1−ε(3k(k − 1) + o(1))ξi
 = O(r1−2ε) + rTBi
 where T = φr−ε(3k(k − 1) + o(1)). As before A1 = Bi, A3 = O(w2i /r) = O(r1−2ε) and this
 time A4 = 0 since z = f ′(x) by the definition of z.We can thus define
 Bi+1 = O(r1−2ε) +Bi(1 + T )
 and B0 = r1/3 is in agreement with the bounds on the degrees of the vertices given initially.Solving the recurrence, define
 Bs =s∑
 i=1
 O(r1−2ε)(1 + T )s = O(sr1−2ε)esT
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and the bounds (7.15) are established inductively on all the vertex degrees, with ξi = Bi
 (provided (7.16) holds). The probability of failure of the bounds is easily o(1) if s = O(r log r).Choosing s = s0 = ε1r
 ε ln r/3k(k − 1), we obtain
 Bs0 = O(r1−ε+ε1).
 Now from (7.21),
 ks0 ≈r
 k− r1−ε1/3k(k−1),
 which represents x = 1k− r−ε1/3k(k−1), and so at this time in the process, from (7.13), rz =
 kk−1r1−ε1/3k(k−1). Thus, if ε1(1 + 1/3k(k − 1)) < ε, we have Bs0 = o(rz) and thus a.a.s. thevertices all have degree at least 0. So the process a.a.s. finishes later than this. Since ε < 1/3,
 this means we can choose any ε1 <k(k−1)
 3k(k−1)+1. The number of vertices remaining is kν/r times
 the remaining number of process steps, r/k − ks0 , and is thus ν/rε0 for any ε0 <1
 9k(k−1)+3, as
 claimed.
 Postscript. The reason that Theorem 5.1 does not help when applied directly to the unscaledpacking process is that the variables only change very slowly: their expected changes are muchsmaller than the (constant) upper bound on their maximum change in one deletion operation.But the errors in approximation in the theorem are determined only by the upper bound onthe differences, and the number of steps. After scaling time the differences are effectivelymultiplied by only log ν but the number of steps is divided by a power of ν.
 Note that there is another way to deal with the problem of slowly changing variables: usethe philosophy of Theorem 5.1 or similar, but apply a different type of martingale inequalitysuch as in McDiarmid [34, Theorem(6.1)] specially adapted to the case that the expectationof the changes is much smaller than the maximum change. To prove such inequalities onecan adapt the proof of Lemma 4.2 to the case that the differences are 0 with high probability.The main difference stems from a different estimation of the exponential ehx. It is oftenthat a good choice of h has hx very small, so useful results are obtained by expanding theexponential using Taylor series. (See the proofs of Theorem (6.1) and Corollary (5.2) in [34].)The results obtained from doing this are not very much different from that above.
 On the other hand, the simple wholistic approach referred to at the start of Section 5.2does significantly help in the present problem. But this still does not seem to imply anythingbetter than the result in [24].
 8 Other processes
 In this closing section we describe some of the other graph processes and greedy algorithmsto which the differential equation method has been applied.Dominating number of random cubic graphs
 The dominating number of a graph is the size of a smallest set S of vertices such thatevery vertex not in S is adjacent to at least one vertex in S. Molloy and Reed [41] usedthe differential equation method to obtain 0.3126n as an almost sure upper bound on the
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dominating number of a random n-vertex 3-regular graph by analysing a greedy algorithmwhich walks along a Hamilton cycle. This has similarities to the degree-greedy algorithmfor independent sets, and relies on results of Robinson and Wormald which imply that forproving almost sure bounds, one can assume that a random 3-regular graph is formed from aHamilton cycle plus a random matching. Duckworth and Wormald [18] have recently foundthat a more direct analogue of the degree-greedy approach performs better (again using thedifferential equation method).The pairing process for random graphs with given degrees
 Molloy and Reed analysed this process, which generates random graphs with given degreesu.a.r., to show that the size of (number of vertices in) the largest component is sharplyconcentrated near a value which they determined. The variables of interest are the numbersYi(t) of vertices of degree i still containing i unpaired points after t pairs have been chosen.The main theorem of [61] was applied separately to each Yi to show that these numbers aresharply concentrated, and established from this the asymptotic concentration and value ofthe size of the largest component in the final graph.Greedy list-colouring process
 Finding the chromatic number of an arbitrary graph also requires solving an NP-completeproblem. A natural heuristic for k-colouring a graph can be described as follows. Assumethere are k colours available. Assign colours to the vertices one by one (in a way to bedescribed). For each vertex maintain a list of the colours available; that is, not appearing onneighbours already coloured. The simple criterion for choosing the next vertex to be colouredis to choose it u.a.r. from those with the shortest lists. The colour is also chosen u.a.r. fromthose on the list. If no list ever becomes empty, the heuristic successfully finds a k-colouringof the graph. In this case the process is a process of graphs whose vertices have associatedlists. (A coloured vertex is equivalent to a vertex with a list containing only one colour.)
 Achlioptas and Molloy [1] found the threshold in G(n, p) (the common model of randomgraphs) for almost sure success of this process using the differential equation approach. Thevariables of interest here are the numbers of vertices with a list of length i, for each i ≤ k.They found they could solve the resulting system of differential equations for k = 3, and hencedetermined the threshold in G(n, p) at which the greedy list-colouring heuristic becomes almostsurely successful. For larger k, inequalities were obtained on the solutions.Karp-Sipser algorithm
 A simple algorithm for finding a matching in a random graph in G(n, p) is to repeat thestep of selecting a random edge X to add to the matching and then deleting the verticesof the edge (and all incident edges). If the edge is selected u.a.r. this gives a simple greedyalgorithm. Karp and Sipser [29] modified this as follows: in the steps where vertices of degree1 exist, choose one u.a.r. and let X be its incident edge. They showed using a differentialequation method that that for p = O(n−1) this algorithm a.a.s. finds a matching which hascardinality within o(n) of the maximum matching in the graph. Aronson et al. [5] gave amore precise analysis using a wholistic approach similar to that in [44], and amongst otherthings improved the o(n) to O(n1/5 logK n) for a particular K.Greedy heuristics for random instances of k-sat
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Consider a random logic formula in conjunctive normal form with n variables and exactlyk literals per clause. Finding a truth assignment satisfying such a formula is NP-hard, soheuristic algorithms are of interest. A class of greedy heuristics uses the repeated step ofrandomly choosing a literal x, deleting all clauses containing x, and deleting all occurrencesof x from other clauses. If any clauses become empty the heuristic fails. Various rules forselecting x (which give various heuristics) have been studied. In a particular version studied byChao and Franco [14, 15] and Frieze and Suen [22], x is chosen from a randomly selected clauseof smallest size. This is then very similar to the degree-greedy algorithm for independent sets.It even exhibits just the same types of phases. (Other variations resemble the Karp-Sipseralgorithm above, for matchings.) These papers use the differential equation method to studythe probability the heuristic succeeds on a random formula with cn clauses. In [14, 15], anappropriate system of differential equations is derived based on variables which count clausescontaining i literals (analogous to vertices of degree i in graph processes). There, argumentsconcerning sums of binomials are used in place of supermartingale inequalities to obtain somerough estimates. In [22], the case k = 3 is examined for this heuristic and more precise resultsare obtained using a piecewise approach. This is very similar to a special case of Theorem 5.1,but with an argument about sums of nearly independent and nearly equal binomial variablesplaying the role of a supermartingale inequality. An argument analogous to that in Section 7.1will no doubt give precise results for arbitrary k.ACKNOWLEDGMENTS
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