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Chapter 1

Power Series

1.1 What is a power series?

Many functions can be represented efficiently by means of
infinite series. Ex-amples we have seen in calculus include the
exponential function

ex = 1 + x+12!x2 +

13!x3 + · · · =

∞∑n=0

1n!xn, (1.1)

and the trigonometric functions,

cosx = 1− 12!x2 +

14!x4 − · · · =

∞∑k=0

(−1)k 1(2k)!

x2k

and

sinx = x− 13!x3 +

15!x5 − · · · =

∞∑k=0

(−1)k 1(2k + 1)!

x2k+1.

An infinite series of this type is called a power series. To be
precise, a powerseries about x0 is an infinite sum of the form

a0 + a1(x− x0) + a2(x− x0)2 + · · · =∞∑n=0

an(x− x0)n,

where the an’s are constants.In order for a power series to be
useful, the infinite sum must actually con-

verge to a finite number, at least for some values of x. Let sN
be the sum ofthe first (N + 1) terms,

sN = a0 + a1(x− x0) + a2(x− x0)2 + · · ·+ aN (x− x0)N =N∑n=0

an(x− x0)n.
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We say that the power series

∞∑n=0

an(x− x0)n

converges if the sum sN approaches a finite limit as N →∞.Take,
for example, the geometric series

1 + x+ x2 + x3 + · · · =∞∑n=0

xn.

In this case we have

sN = 1 + x+ x2 + x3 + · · ·+ xN , xsN = x+ x2 + x3 + x4 · · ·+
xN+1,

sN − xsN = 1− xN+1, sN =1− xN+1

1− x .

If |x| < 1, then xN+1 gets smaller and smaller as N
approaches infinity, andhence

limN→∞

xN+1 = 0.

Substituting into the expression for sN , we find that

limN→∞

sN =1

1− x.

Thus if |x| < 1, we say that the geometric series converges,
and write∞∑n=0

xn =1

1− x.

On the other hand, if |x| > 1, then xN+1 gets larger and
larger as N ap-proaches infinity, so limN→∞ xN+1 does not exist as
a finite number, and neitherdoes limN→∞ sN . In this case, we say
that the geometric series diverges. Insummary, the geometric
series

∞∑n=0

xn converges to1

1− x when |x| < 1,

and diverges when |x| > 1.

Theorem. For any power series

a0 + a1(x− x0) + a2(x− x0)2 + · · · =∞∑n=0

an(x− x0)n,

there exists R, which is a nonnegative real number or ∞, such
that
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1. the power series converges when |x− x0| < R,

2. and the power series diverges when |x− x0| > R.

We call R the radius of convergence. A proof of this theorem is
given in moreadvanced courses on real analysis, such as Math 117
and Math 118 at UCSB.1

We have seen that the geometric series

1 + x+ x2 + x3 + · · · =∞∑n=0

xn

has radius of convergence R = 1. More generally, if b is a
positive constant, thepower series

1 +x

b+(xb

)2+(xb

)3+ · · · =

∞∑n=0

(xb

)n(1.2)

has radius of convergence b. To see this, we make the
substitution y = x/b,and the power series becomes

∑∞n=0 y

n, which we already know converges for|y| < 1 and diverges
for |y| > 1. But

|y| < 1 ⇔∣∣∣xb

∣∣∣ < 1 ⇔ |x| < b,|y| > 1 ⇔

∣∣∣xb

∣∣∣ > 1 ⇔ |x| > b.Thus for |x| < b the power series
(1.2) converges to

11− y =

11− (x/b) =

b

b− x,

while for |x| > b, it diverges.There is a simple criterion
that often enables one to determine the radius of

convergence of a power series.

Ratio Test. The radius of convergence of the power series

a0 + a1(x− x0) + a2(x− x0)2 + · · · =∞∑n=0

an(x− x0)n

is given by the formula

R = limn→∞

|an||an+1|

,

1Good references for the theory behind convergence of power
series are Edward D.Gaughan, Introduction to analysis, Brooks/Cole
Publishing Company, Pacific Grove, 1998and Walter Rudin, Principles
of mathematical analysis, third edition, McGraw-Hill, NewYork,
1976.
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so long as this limit exists.

Let us check that the ratio test gives the right answer for the
radius of conver-gence of the power series (1.2). In this case, we
have

an =1bn, so

|an||an+1|

=1/bn

1/bn+1=bn+1

bn= b,

and the formula from the ratio test tells us that the radius of
convergence isR = b, in agreement with our earlier
determination.

In the case of the power series for ex,

∞∑n=0

1n!xn,

in which an = 1/n!, we have

|an||an+1|

=1/n!

1/(n+ 1)!=

(n+ 1)!n!

= n+ 1,

and hence

R = limn→∞

|an||an+1|

= limn→∞

(n+ 1) =∞,

so the radius of convergence is infinity. In this case the power
series convergesfor all x. In fact, we could use the power series
expansion for ex to calculate ex

for any choice of x.On the other hand, in the case of the power
series

∞∑n=0

n!xn,

in which an = n!, we have

|an||an+1|

=n!

(n+ 1)!=

1n+ 1

, R = limn→∞

|an||an+1|

= limn→∞

(1

n+ 1

)= 0.

In this case, the radius of convergence is zero, and the power
series does notconverge for any nonzero x.

The ratio test doesn’t always work because the limit may not
exist, butsometimes one can use it in conjunction with the

Comparison Test. Suppose that the power series

∞∑n=0

an(x− x0)n,∞∑n=0

bn(x− x0)n
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have radius of convergence R1 and R2 respectively. If |an| ≤
|bn| for all n, thenR1 ≥ R2. If |an| ≥ |bn| for all n, then R1 ≤
R2.

In short, power series with smaller coefficients have larger
radius of convergence.Consider for example the power series
expansion for cosx,

∞∑k=0

(−1)k 1(2k)!

x2k.

In this case the coefficient an is zero when n is odd, while
|an| = 1/n! when nis even. In either case, we have |an| ≤ 1/n!. But
we have seen that the powerseries ∞∑

n=0

1n!xn

has infinite radius of convergence. It follows from the
comparison test that theradius of convergence of

∞∑k=0

(−1)k 1(2k)!

x2k

must be at least that large, hence must also be infinite.Power
series with positive radius of convergence are so important that
we

have a special term for describing functions which can be
represented by suchpower series. A function f(x) is said to be real
analytic at x0 if there is a powerseries ∞∑

n=0

an(x− x0)n

about x0 with positive radius of convergence R such that

f(x) =∞∑n=0

an(x− x0)n, for |x− x0| < R.

For example, the functions ex is real analytic at any x0 ∈ R. To
see this, wewrite ex = ex0ex−x0 and utilize (1.1) with x replaced
by x− x0:

ex = ex0∞∑n=0

1n!

(x− x0)n =∞∑n=0

an(x− x0)n, where an =ex0

n!.

This is a power series expansion of ex about x0 with infinite
radius of con-vergence. Similarly, the monomial function f(x) = xn
is real analytic at x0because

xn = (x− x0 + x0)n =n∑i=0

n!i!(n− i)!x

n−i0 (x− x0)i
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by the binomial theorem, a power series about x0 in which all
but finitely manyof the coefficients are zero.

In more advanced courses, one studies criteria under which
functions arereal analytic. For the purposes of the present course,
it is sufficient to be awareof the following facts: The sum and
product of real analytic functions is realanalytic. Thus any
polynomial

P (x) = a0 + a1x+ a2x2 + · · ·+ anxn

is analytic at any x0 ∈ R. The quotient of two polynomials with
no commonfactors, P (x)/Q(x), is analytic at x0 if and only if x0
is not a zero of thedenominator Q(x). Thus for example, 1/(x − 1)
is analytic whenever x0 6= 1,but fails to be analytic at x0 =
1.

Exercises:

1.1.1. Use the ratio test to find the radius of convergence of
the following powerseries:

a.∞∑n=0

(−1)nxn, b.∞∑n=0

1nxn,

c.∞∑n=0

3n

(x− 2)n d.∞∑n=0

12n

(x− π)n.

1.1.2. Use the comparison test to find an estimate for the
radius of convergenceof each of the following power series:

a.∞∑k=0

1(2k)!

x2k, b.∞∑k=0

(−1)kx2k,

c.∞∑k=0

12k

(x− 4)2k d.∞∑n=0

122k

(x− π)2k.

1.1.3. Use the comparison test and the ratio test to find the
radius of convergenceof the power series

∞∑m=0

(−1)m 1(m!)2

(x2

)2m.

1.1.4. Determine the values of x0 at which the function

f(x) =1

x4 − 3x2 + 2

fails to be real analytic.
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1.2 Solving differential equations by power se-ries

Our main goal in this chapter is to study how to determine
solutions to differ-ential equations by means of power series. One
of the simplest examples is ourold friend, the equation of simple
harmonic motion

d2y

dx2+ y = 0, (1.3)

which we have already learned how to solve by other methods.
Suppose for themoment that we don’t know the general solution and
want to find it by meansof power series. We could start by assuming
that

y = a0 + a1x+ a2x2 + a3x3 + · · · =∞∑n=0

anxn.

Assuming that the standard technique for differentiating
polynomials also worksfor power series, we would expect that

dy

dx= a1 + 2a2x+ 3a3x2 + · · · =

∞∑n=1

nanxn−1.

(Note that the last summation only goes from 1 to ∞.)
Differentiating againwould yield

d2y

dx2= 2a2 + 3 · 2a3x+ 4 · 3a4x2 + · · · =

∞∑n=2

n(n− 1)anxn−2.

We can replace n by m+ 2 in the last summation so that

d2y

dx2=

∞∑m+2=2

(m+ 2)(m+ 2− 1)am+2xm+2−2 =∞∑m=0

(m+ 2)(m+ 1)am+2xm.

The index m is a “dummy variable” in the summation and can be
replaced byany other letter. We replace m by n and obtain the
formula

d2y

dx2=∞∑n=0

(n+ 2)(n+ 1)an+2xn.

Substitution into equation(1.3) yields

∞∑n=0

(n+ 2)(n+ 1)an+2xn +∞∑n=0

anxn = 0,
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or ∞∑n=0

[(n+ 2)(n+ 1)an+2 + an]xn = 0.

Now a polynomial is zero only if all its coefficients are zero.
By analogy, weexpect that a power series can be zero only if all of
its coefficients are zero.Thus we must have

(n+ 2)(n+ 1)an+2 + an = 0,

oran+2 = −

an(n+ 2)(n+ 1)

. (1.4)

This is called a recursion formula for the coefficients an.The
first two coefficients a0 and a1 in the power series can be
determined

from the initial conditions,

y(0) = a0,dy

dx(0) = a1.

Then the recursion formula can be used to determine the
remaining coefficientsin the power series by the process of
induction. Indeed it follows from (1.4) withn = 0 that

a2 = −a0

2 · 1 = −12a0.

Similarly, it follows from (1.4) with n = 1 that

a3 = −a1

3 · 2 = −13!a1,

and with n = 2 that

a4 = −a2

4 · 3 =1

4 · 312a0 =

14!a0.

Continuing in this manner, we find that

y = a0 + a1x−12!a0x

2 −− 13!a1x

3 +14!a0x

4 + · · ·

= a0

(1− 1

2!x2 +

14!x4 − · · ·

)+ a1

(x− 1

3!x3 +

15!x5 − · · ·

).

We recognize that the expressions within parentheses are power
series expan-sions of the functions sinx and cosx, and hence we
obtain the familiar expressionfor the solution to the equation of
simple harmonic motion,

y = a0 sinx+ a1 cosx.

We want to extend the approach we have used here to more general
second-order homogeneous linear differential equations. Recall from
Math 5A, that if
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P (x) and Q(x) are well-behaved functions, then the solutions to
the homoge-neous linear differential equation

d2y

dx2+ P (x)

dy

dx+Q(x)y = 0

can be organized into a two-parameter family

y = a0y0(x) + a1y1(x),

called the general solution. Here y0(x) and y1(x) are any two
linearly indepen-dent solutions and a0 and a1 can be arbitrary
constants, and we say that y0(x)and y1(x) form a basis for the
space of solutions. In the special case where thefunctions P (x)
and Q(x) are real analytic, the solutions y0(x) and y1(x) willalso
be real analytic. This is the content of the following theorem,
which isproven in more advanced books on differential
equations:

Theorem. If the functions P (x) and Q(x) can be represented by
power series

P (x) =∞∑n=0

pn(x− x0)n, Q(x) =∞∑n=0

qn(x− x0)n

with positive radii of convergence R1 and R2 respectively, then
any solutiony(x) to the linear differential equation

d2y

dx2+ P (x)

dy

dx+Q(x)y = 0

can be represented by a power series

y(x) =∞∑n=0

an(x− x0)n,

whose radius of convergence is ≥ the minimum of R1 and R2.

This theorem is used to justify the solution of many well-known
differentialequations by means of the power series method.

Example. Hermite’s differential equation is

d2y

dx2− 2xdy

dx+ 2py = 0, (1.5)

where p is a parameter. This equation is very useful for
treating the simpleharmonic oscillator in quantum mechanics, but
for the moment, we can regardit as merely an example of an equation
to which the previous theorem applies.Indeed,

P (x) = −2x, Q(x) = 2p,
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both functions being polynomials, hence power series about x0 =
0 with infiniteradius of convergence.

As in the case of the equation of simple harmonic motion, we
write

y =∞∑n=0

anxn.

Differentiating term by term as before, and replacing

dy

dx=∞∑n=1

nanxn−1,

d2y

dx2=∞∑n=2

n(n− 1)anxn−2.

Once again, we can replace n by m+ 2 in the last summation so
that

d2y

dx2=

∞∑m+2=2

(m+ 2)(m+ 2− 1)am+2xm+2−2 =∞∑m=0

(m+ 2)(m+ 1)am+2xm,

and then replace m by n once again, so that

d2y

dx2=∞∑n=0

(n+ 2)(n+ 1)an+2xn. (1.6)

Note that

− 2xdydx

=∞∑n=0

−2nanxn, (1.7)

while

2py =∞∑n=0

2panxn. (1.8)

Adding together (1.6), (1.7) and (1.8), we obtain

d2y

dx2− 2xdy

dx+ 2py =

∞∑n=0

(n+ 2)(n+ 1)an+2xn +∞∑n=0

(−2n+ 2p)anxn.

If y satisfies Hermite’s equation, we must have

0 =

[ ∞∑n=0

(n+ 2)(n+ 1)an+2 +∞∑n=0

(−2n+ 2p)an]xn.

Since the right-hand side is zero for all choices of x, each
coefficient must bezero, so

(n+ 2)(n+ 1)an+2 + (−2n+ 2p)an = 0,
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and we obtain the recursion formula for the coefficients of the
power series:

an+2 =2n− 2p

(n+ 2)(n+ 1)an. (1.9)

Just as in the case of the equation of simple harmonic motion,
the first twocoefficients a0 and a1 in the power series can be
determined from the initialconditions,

y(0) = a0,dy

dx(0) = a1.

The recursion formula can be used to determine the remaining
coefficients inthe power series. Indeed it follows from (1.9) with
n = 0 that

a2 = −2p

2 · 1a0.

Similarly, it follows from (1.9) with n = 1 that

a3 =2− 2p3 · 2 a1 = −

2(p− 1)3!

a1,

and with n = 2 that

a4 = −4− 2p4 · 3 a2 =

2(2− p)4 · 3

−2p2a0 =

22p(p− 2)4!

a0.

Continuing in this manner, we find that

a5 =6− 2p5 · 4 a3 =

2(3− p)5 · 4

2(1− p)3!

a1 =22(p− 1)(p− 3)

5!a1,

a6 =8− 2p6 · 5 · 2a4 =

2(3− p)6 · 5

22(p− 2)p4!

a0 = −23p(p− 2)(p− 4)

6!a0,

and so forth. Thus we find that

y = a0

[1− 2p

2!x2 +

22p(p− 2)4!

x4 − 23p(p− 2)(p− 4)

6!x6 + · · ·

]

+a1

[x− 2(p− 1)

3!x3 +

22(p− 1)(p− 3)5!

x5

−23(p− 1)(p− 3)(p− 5)

7!x7 + · · ·

].

We can now write the general solution to Hermite’s equation in
the form

y = a0y0(x) + a1y1(x),
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where

y0(x) = 1−2p2!x2 +

22p(p− 2)4!

x4 − 23p(p− 2)(p− 4)

6!x6 + · · ·

and

y1(x) = x−2(p− 1)

3!x3 +

22(p− 1)(p− 3)5!

x5− 23(p− 1)(p− 3)(p− 5)

7!x7 + · · · .

For a given choice of the parameter p, we could use the power
series to constructtables of values for the functions y0(x) and
y1(x). In the language of linearalgebra, we say that y0(x) and
y1(x) form a basis for the space of solutions toHermite’s
equation.

When p is a positive integer, one of the two power series will
collapse, yieldinga polynomial solution to Hermite’s equation.
These polynomial solutions areknown as Hermite polynomials.

Another Example. Legendre’s differential equation is

(1− x2)d2y

dx2− 2xdy

dx+ p(p+ 1)y = 0, (1.10)

where p is a parameter. This equation is very useful for
treating sphericallysymmetric potentials, in the theories of
Newtonian gravitation and in electricityand magnetism.

To apply our theorem, we need to divide by 1− x2 to obtain

d2y

dx2− 2x

1− x2dy

dx+p(p+ 1)1− x2 y = 0.

Thus we have

P (x) = − 2x1− x2 , Q(x) =

p(p+ 1)1− x2 .

Now from the preceding section, we know that the power
series

1 + u+ u2 + u3 + · · · converges to 11− u

for |u| < 1. If we substitute u = x2, we can conclude
that

11− x2 = 1 + x

2 + x4 + x6 + · · · ,

the power series converging when |x| < 1. It follows quickly
that

P (x) = − 2x1− x2 = −2x− 2x

3 − 2x5 − · · ·
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and

Q(x) =p(p+ 1)1− x2 = p(p+ 1) + p(p+ 1)x

2 + p(p+ 1)x4 + · · · .

Both of these functions have power series expansions about x0 =
0 which con-verge for |x| < 1. Hence our theorem implies that
any solution to Legendre’sequation will be expressible as a power
series about x0 = 0 which convergesfor |x| < 1. However, we
might expect the solutions to Legendre’s equation toexhibit some
unpleasant behaviour near x = ±1.

Indeed, it can be shown that when p is an integer, Legendre’s
differentialequation has a nonzero polynomial solution which is
well-behaved for all x, butsolutions which are not constant
multiples of these Legendre polynomials blowup as x→ ±1.

Exercises:

1.2.1. We would like to use the power series method to find the
general solutionto the differential equation

d2y

dx2− 4xdy

dx+ 12y = 0,

which is very similar to Hermite’s equation. So we assume the
solution is of theform

y =∞∑n=0

anxn,

and determine the coefficients an.

a. As a first step, find the recursion formula for an+2 in terms
of an.

b. The coefficients a0 and a1 will be determined by the initial
conditions. Usethe recursion formula to determine an in terms of a0
and a1, for 2 ≤ n ≤ 9.

c. Find a nonzero polynomial solution to this differential
equation.

d. Find a basis for the space of solutions to the equation.

e. Find the solution to the initial value problem

d2y

dx2− 4xdy

dx+ 12y = 0, y(0) = 0,

dy

dx(0) = 1.

f. To solve the differential equation

d2y

dx2− 4(x− 3)dy

dx+ 12y = 0,

it would be most natural to assume that the solution has the
form

y =∞∑n=0

an(x− 3)n.
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Use this idea to find a polynomial solution to the differential
equation

d2y

dx2− 4(x− 3)dy

dx+ 12y = 0.

1.2.2. We want to use the power series method to find the
general solution toLegendre’s differential equation

(1− x2)d2y

dx2− 2xdy

dx+ p(p+ 1)y = 0.

a. As a first step, find the recursion formula for an+2 in terms
of an.

b. Use the recursion formula to determine an in terms of a0 and
a1, for 2 ≤ n ≤9.

c. Find a nonzero polynomial solution to this differential
equation, in the casewhere p = 3.

d. Find a basis for the space of solutions to the differential
equation

(1− x2)d2y

dx2− 2xdy

dx+ 12y = 0.

1.2.3. The differential equation

(1− x2)d2y

dx2− xdy

dx+ p2y = 0,

where p is a constant, is known as Chebyshev’s equation. It can
be rewritten inthe form

d2y

dx2+ P (x)

dy

dx+Q(x)y = 0, where P (x) = − x

1− x2 , Q(x) =p2

1− x2 .

a. If P (x) and Q(x) are represented as power series about x0 =
0, what is theradius of convergence of these power series?

b. Find the recursion formula for an+2 in terms of an.

c. Use the recursion formula to determine an in terms of a0 and
a1, for 2 ≤ n ≤9.

d. In the special case where p = 3, find a nonzero polynomial
solution to thisdifferential equation.

e. Find a basis for the space of solutions to

(1− x2)d2y

dx2− xdy

dx+ 9y = 0.

16


	
1.2.4. The differential equation(− d

2

dx2+ x2

)z = λz (1.11)

arises when treating the quantum mechanics of simple harmonic
motion.

a. Show that making the substitution z = e−x2/2y transforms this
equation into

Hermite’s differential equation

d2y

dx2− 2xdy

dx+ (λ− 1)y = 0.

b. Show that if λ = 2n+1 where n is a nonnegative integer,
(1.11) has a solutionof the form z = e−x

2/2Pn(x), where Pn(x) is a polynomial.

1.3 Singular points

For understanding the limitations of the power series method, it
is convenient tohave the following definitions: A point x0 is a
singular point for the differentialequation

d2y

dx2+ P (x)

dy

dx+Q(x)y = 0 (1.12)

if at least one of the coefficients P (x) or Q(x) fails to be
real analytic at x = x0,that is, if at least one of these
coefficients fails to have a power series expansionwith a positive
radius of convergence. A singular point is said to be regular
if

(x− x0)P (x) and (x− x0)2Q(x)

are real analytic.For example, x0 = 1 is a singular point for
Legendre’s equation

d2y

dx2− 2x

1− x2dy

dx+p(p+ 1)1− x2 y = 0,

because 1− x2 → 0 as x→ 1 and hence the quotients

2x1− x2 and

p(p+ 1)1− x2

blow up as x→ 1, but it is a regular singular point because

(x− 1)P (x) = (x− 1) −2x1− x2 =

2xx+ 1

and

(x− 1)2Q(x) = (x− 1)2 p(p+ 1)1− x2 =

p(p+ 1)(1− x)1 + x

17


	
are both real analytic at x0 = 1.The point of these definitions
is that in the case where x = x0 is a regular

singular point, a modification of the power series method can
still be used tofind solutions.

Theorem of Frobenius. If x0 is a regular singular point for the
differentialequation

d2y

dx2+ P (x)

dy

dx+Q(x)y = 0,

then this differential equation has at least one nonzero
solution of the form

y(x) = (x− x0)r∞∑n=0

an(x− x0)n, (1.13)

where r is a constant, which may be complex. If (x−x0)P (x) and
(x−x0)2Q(x)have power series which converge for |x− x0| < R then
the power series

∞∑n=0

an(x− x0)n

will also converge for |x− x0| < R.

We will call a solution of the form (1.13) a generalized power
series solution.Unfortunately, the theorem guarantees only one
generalized power series solu-tion, not a basis. In fortuitous
cases, one can find a basis of generalized powerseries solutions,
but not always. The method of finding generalized power
seriessolutions to (1.12) in the case of regular singular points is
called the Frobeniusmethod .2

The simplest differential equation to which the Theorem of
Frobenius appliesis the Cauchy-Euler equidimensional equation that
we encountered briefly inMath 5A. This is the special case of
(1.12) for which

P (x) =p

x, Q(x) =

q

x2,

where p and q are constants. Note that

xP (x) = p and x2Q(x) = q

are real analytic, so x = 0 is a regular singular point for the
Cauchy-Eulerequation as long as either p or q is nonzero.

The Frobenius method is quite simple in the case of Cauchy-Euler
equations.Indeed, in this case, we can simply take y(x) = xr,
substitute into the equation

2For more discussion of the Frobenius method as well as many of
the other techniquestouched upon in this chapter we refer the
reader to George F. Simmons, Differential equationswith
applications and historical notes, second edition, McGraw-Hill, New
York, 1991.
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and solve for r. Often there will be two linearly independent
solutions y1(x) =xr1 and y2(x) = xr2 of this special form. In this
case, the general solution isgiven by the superposition principle
as

y = c1xr1 + c2xr2 .

For example, to solve the differential equation

x2d2y

dx2+ 4x

dy

dx+ 2y = 0,

we set y = xr and differentiate to show that

dy/dx = rxr−1 ⇒ x(dy/dx) = rxr,d2y/dx2 = r(r − 1)xr−2 ⇒
x2(d2y/dx2) = r(r − 1)xr.

Substitution into the differential equation yields

r(r − 1)xr + 4rxr + 2xr = 0,

and dividing by xr yields

r(r − 1) + 4r + 2 = 0 or r2 + 3r + 2 = 0.

The roots to this equation are r = −1 and r = −2, so the general
solution tothe differential equation is

y = c1x−1 + c2x−2 =c1x

+c2x2.

Note that the solutions y1(x) = x−1 and y2(x) = x−2 can be
rewritten in theform

y1(x) = x−1∞∑n=0

anxn, y2(x) = x−2

∞∑n=0

bnxn,

where a0 = b0 = 1 and all the other an’s and bn’s are zero, so
both of thesesolutions are generalized power series solutions.

On the other hand, if this method is applied to the differential
equation

x2d2y

dx2+ 3x

dy

dx+ y = 0,

we obtainr(r − 1) + 3r + 1 = r2 + 2r + 1,

which has a repeated root. In this case, we obtain only a
one-parameter familyof solutions

y = cx−1.
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Fortunately, there is a trick that enables us to handle this
situation, our oldfriend, the method of variation of parameters. In
this context, we replace theparameter c by a variable v(x) and
write

y = v(x)x−1.

Then

dy

dx= v′(x)x−1 − v(x)x−2, d

2y

dx2= v′′(x)x−1 − 2v′(x)x−2 + 2v(x)x−3.

Substitution into the differential equation yields

x2(v′′(x)x−1− 2v′(x)x−2 + 2v(x)x−3) + 3x(v′(x)x−1− v(x)x−2) +
v(x)x−1 = 0,

which quickly simplifies to yield

xv′′(x) + v′(x) = 0,v′′

v′= − 1

x, log |v′| = − log |x|+ a, v′ = c2

x,

where a and c2 are constants of integration. A further
integration yields

v = c2 log |x|+ c1, so y = (c2 log |x|+ c1)x−1,

and we obtain the general solution

y = c11x

+ c2log |x|x

.

In this case, only one of the basis elements in the general
solution is a generalizedpower series.

For equations which are not of Cauchy-Euler form the Frobenius
method ismore involved. Let us consider the example

2xd2y

dx2+dy

dx+ y = 0, (1.14)

which can be rewritten as

d2y

dx2+ P (x)

dy

dx+Q(x)y = 0, where P (x) =

12x, Q(x) =

12x.

One easily checks that x = 0 is a regular singular point. We
begin the Frobeniusmethod by assuming that the solution has the
form

y = xr∞∑n=0

anxn =

∞∑n=0

anxn+r.

Then

dy

dx=∞∑n=0

(n+ r)anxn+r−1,d2y

dx2=∞∑n=0

(n+ r)(n+ r − 1)anxn+r−2
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and

2xd2y

dx2=∞∑n=0

2(n+ r)(n+ r − 1)anxn+r−1.

Substitution into the differential equation yields

∞∑n=0

2(n+ r)(n+ r − 1)anxn+r−1 +∞∑n=0

(n+ r)anxn+r−1 +∞∑n=0

anxn+r = 0,

which simplifies to

xr

[ ∞∑n=0

(2n+ 2r − 1)(n+ r)anxn−1 +∞∑n=0

anxn

]= 0.

We can divide by xr, and separate out the first term from the
first summation,obtaining

(2r − 1)ra0x−1 +∞∑n=1

(2n+ 2r − 1)(n+ r)anxn−1 +∞∑n=0

anxn = 0.

If we let n = m+ 1 in the first infinite sum, this becomes

(2r − 1)ra0x−1 +∞∑m=0

(2m+ 2r + 1)(m+ r + 1)am+1xm +∞∑n=0

anxn = 0.

Finally, we replace m by n, obtaining

(2r − 1)ra0x−1 +∞∑n=0

(2n+ 2r + 1)(n+ r + 1)an+1xn +∞∑n=0

anxn = 0.

The coefficient of each power of x must be zero. In particular,
we must have

(2r − 1)ra0 = 0, (2n+ 2r + 1)(n+ r + 1)an+1 + an = 0. (1.15)

If a0 = 0, then all the coefficients must be zero from the
second of these equa-tions, and we don’t get a nonzero solution. So
we must have a0 6= 0 and hence

(2r − 1)r = 0.

This is called the indicial equation. In this case, it has two
roots

r1 = 0, r2 =12.

The second half of (1.15) yields the recursion formula

an+1 = −1

(2n+ 2r + 1)(n+ r + 1)an, for n ≥ 0.
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We can try to find a generalized power series solution for
either root of theindicial equation. If r = 0, the recursion
formula becomes

an+1 = −1

(2n+ 1)(n+ 1)an.

Given a0 = 1, we find that

a1 = −1, a2 = −1

3 · 2a1 =1

3 · 2 ,

a3 = −1

5 · 3a2 = −1

(5 · 3)(3 · 2) , a4 = −1

7 · 4a3 =1

(7 · 5 · 3)4! ,

and so forth. In general, we would have

an = (−1)n1

(2n− 1)(2n− 3) · · · 1 · n! .

One of the generalized power series solution to (1.14) is

y1(x) = x0[1− x+ 1

3 · 2x2 − 1

(5 · 3)(3!)x3 +

1(7 · 5 · 3)4!x

4 − · · ·]

= 1− x+ 13 · 2x

2 − 1(5 · 3)(3!)x

3 +1

(7 · 5 · 3)4!x4 − · · · .

If r = 1/2, the recursion formula becomes

an+1 = −1

(2n+ 2)(n+ (1/2) + 1)an = −

1(n+ 1)(2n+ 3)

an.

Given a0 = 1, we find that

a1 = −13, a2 = −

12 · 5a1 =

12 · 5 · 3 ,

a3 = −1

3 · 7a2 = −1

3! · (7 · 5 · 3) ,

and in general,

an = (−1)n1

n!(2n+ 1)(2n− 1) · · · 1 · n! .

We thus obtain a second generalized power series solution to
(1.14):

y2(x) = x1/2[1− 1

3x+

12 · 5 · 3x

2 − 13! · (7 · 5 · 3)x

3 + · · ·].

The general solution to (1.14) is a superposition of y1(x) and
y2(x):

y = c1

[1− x+ 1

3 · 2x2 − 1

(5 · 3)(3!)x3 +

1(7 · 5 · 3)4!x

4 − · · ·]
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+c2√x

[1− 1

3x+

12 · 5 · 3x

2 − 13! · (7 · 5 · 3)x

3 + · · ·].

We obtained two linearly independent generalized power series
solutions inthis case, but this does not always happen. If the
roots of the indicial equationdiffer by an integer, we may obtain
only one generalized power series solution.A second independent
solution can then be found by variation of parameters.

Exercises:

1.3.1. For each of the following differential equations,
determine whether x = 0is singular or not. If it is singular,
determine whether it is regular or not.

a. y′′ + xy′ + (1− x2)y = 0.

b. y′′ + (1/x)y′ + (1− (1/x2))y = 0.

c. x2y′′ + 2xy′ + (cosx)y = 0.

d. x3y′′ + 2xy′ + (cosx)y = 0.

1.3.2. Find the general solution to each of the following
Cauchy-Euler equations:

a. x2d2y/dx2 − 2xdy/dx+ 2y = 0.

b. x2d2y/dx2 − xdy/dx+ y = 0.

c. x2d2y/dx2 − xdy/dx+ 10y = 0.

(Hint: Use the formula

xa+bi = xaxbi = xa(elog x)bi = xaeib log x = xa[cos(b log x) + i
sin(b log x)]

to simplify the answer.)

1.3.3. We want to find generalized power series solutions to the
differentialequation

3xd2y

dx2+dy

dx+ y = 0

by the method of Frobenius. Our procedure is to find solutions
of the form

y = xr∞∑n=0

anxn =

∞∑n=0

anxn+r,

where r and the an’s are constants.

a. Determine the indicial equation and the recursion
formula.

b. Find two linearly independent generalized power series
solutions.
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1.3.4. To find generalized power series solutions to the
differential equation

2xd2y

dx2+dy

dx+ xy = 0

by the method of Frobenius, we assume the solution has the
form

y =∞∑n=0

anxn+r,

where r and the an’s are constants.

a. Determine the indicial equation and the recursion
formula.

b. Find two linearly independent generalized power series
solutions.

1.4 Bessel’s differential equation

Our next goal is to apply the Frobenius method to Bessel’s
equation,

xd

dx

(xdy

dx

)+ (x2 − p2)y = 0, (1.16)

an equation which is needed to analyze the vibrations of a
circular drum, as wewill see later in the course. Here p is a
parameter, which will be a nonnegativeinteger in the vibrating drum
problem. Using the Leibniz rule for differentiatinga product, we
can rewrite Bessel’s equation in the form

x2d2y

dx2+ x

dy

dx+ (x2 − p2)y = 0

or equivalently asd2y

dx2+ P (x)

dy

dx+Q(x) = 0,

where

P (x) =1x

and Q(x) =x2 − p2x2

.

SincexP (x) = 1 and x2Q(x) = x2 − p2,

we see that x = 0 is a regular singular point, so the Frobenius
theorem impliesthat there exists a nonzero generalized power series
solution to (5.28).

To find such a solution, we start as in the previous section by
assuming that

y =∞∑n=0

anxn+r.
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Thendy

dx=∞∑n=0

(n+ r)anxn+r−1, xdy

dx=∞∑n=0

(n+ r)anxn+r,

d

dx

(xdy

dx

)=∞∑n=0

(n+ r)2anxn+r−1,

and thus

xd

dx

(xdy

dx

)=∞∑n=0

(n+ r)2anxn+r. (1.17)

On the other hand,

x2y =∞∑n=0

anxn+r+2 =

∞∑m=2

am−2xm+r,

where we have set m = n+ 2. Replacing m by n then yields

x2y =∞∑n=2

an−2xn+r. (1.18)

Finally, we have,

− p2y = −∞∑n=0

p2anxn+r. (1.19)

Adding up (1.17), (1.18), and (1.19), we find that if y is a
solution to (5.28),

∞∑n=0

(n+ r)2anxn+r +∞∑n=2

an−2xn+r −

∞∑n=0

p2anxn+r = 0.

This simplifies to yield

∞∑n=0

[(n+ r)2 − p2]anxn+r +∞∑n=2

an−2xn+r = 0,

or

(r2 − p2)a0 + [(r + 1)2 − p2]a1x+∞∑n=2

{[(n+ r)2 − p2]an + an−2}xn = 0.

The coefficient of each power of x must be zero, so

(r2−p2)a0 = 0, [(r+1)2−p2]a1 = 0, [(n+r)2−p2]an+an−2 = 0 for n ≥
2.

Since we want a0 to be nonzero, r must satisfy the indicial
equation

(r2 − p2) = 0,
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which implies that r = ±p. Let us assume without loss of
generality that p ≥ 0and take r = p. Then

[(p+ 1)2 − p2]a1 = 0 ⇒ (2p+ 1)a1 = 0 ⇒ a1 = 0.

Finally,

[(n+ p)2 − p2]an + an−2 = 0 ⇒ [n2 + 2np]an + an−2 = 0,

which yields the recursion formula

an = −1

2np+ n2an−2. (1.20)

The recursion formula implies that an = 0 if n is odd.In the
special case where p is a nonnegative integer, we will get a
genuine

power series solution to Bessel’s equation (5.28). Let us focus
now on thisimportant case. If we set

a0 =1

2pp!,

we obtain

a2 =−a0

4p+ 4= − 1

4(p+ 1)1

2pp!= (−1)

(12

)p+2 11!(p+ 1)!

,

a4 =−a2

8p+ 16=

18(p+ 2)

(12

)p+2 11!(p+ 1)!

=

=1

2(p+ 2)

(12

)p+4 11!(p+ 1)!

= (−1)2(

12

)p+4 12!(p+ 2)!

,

and so forth. The general term is

a2m = (−1)m(

12

)p+2m 1m!(p+m)!

.

Thus we finally obtain the power series solution

y =(x

2

)p ∞∑m=0

(−1)m 1m!(p+m)!

(x2

)2m.

The function defined by the power series on the right-hand side
is called thep-th Bessel function of the first kind , and is
denoted by the symbol Jp(x). Forexample,

J0(x) =∞∑m=0

(−1)m 1(m!)2

(x2

)2m.
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Figure 1.1: Graph of the Bessel function J0(x).

Using the comparison and ratio tests, we can show that the power
series ex-pansion for Jp(x) has infinite radius of convergence.
Thus when p is an integer,Bessel’s equation has a nonzero solution
which is real analytic at x = 0.

Bessel functions are so important that Mathematica includes them
in itslibrary of built-in functions.3 Mathematica represents the
Bessel functions ofthe first kind symbolically by BesselJ[n,x].
Thus to plot the Bessel functionJn(x) on the interval [0, 15] one
simply types in

n=0; Plot[ BesselJ[n,x], {x,0,15}]

and a plot similar to that of Figure 1.1 will be produced.
Similarly, we canplot Jn(x), for n = 1, 2, 3 . . .. Note that the
graph of J0(x) suggests that it hasinfinitely many positive
zeros.

On the open interval 0 < x < ∞, Bessel’s equation has a
two-dimensionalspace of solutions. However, it turns out that when
p is a nonnegative integer, asecond solution, linearly independent
from the Bessel function of the first kind,cannot be obtained
directly by the generalized power series method that we
havepresented. To obtain a basis for the space of solutions, we
can, however, applythe method of variation of parameters just as we
did in the previous section forthe Cauchy-Euler equation; namely,
we can set

y = v(x)Jp(x),

substitute into Bessel’s equation and solve for v(x). If we were
to carry this outin detail, we would obtain a second solution
linearly independent from Jp(x).

3For a very brief introduction to Mathematica, the reader can
refer to Appendix A.
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Figure 1.2: Graph of the Bessel function J1(x).

Appropriately normalized, his solution is often denoted by Yp(x)
and called thep-th Bessel function of the second kind . Unlike the
Bessel function of the firstkind, this solution is not well-behaved
near x = 0.

To see why, suppose that y1(x) and y2(x) is a basis for the
solutions on theinterval 0 < x


	
• There is a one-dimensional space of real analytic solutions to
(5.28), whichare well-behaved as x→ 0.

• This one-dimensional space is generated by a function Jp(x)
which is givenby the explicit power series formula

Jp(x) =(x

2

)p ∞∑m=0

(−1)m 1m!(p+m)!

(x2

)2m.

Exercises:

1.4.1. Using the explicit power series formulae for J0(x) and
J1(x) show that

d

dxJ0(x) = −J1(x) and

d

dx(xJ1(x)) = xJ0(x).

1.4.2. The differential equation

x2d2y

dx2+ x

dy

dx− (x2 + n2)y = 0

is sometimes called a modified Bessel equation. Find a
generalized power seriessolution to this equation in the case where
n is an integer. (Hint: The powerseries you obtain should be very
similar to the power series for Jn(x).)

1.4.3. Show that the functions

y1(x) =1√x

cosx and y2(x) =1√x

sinx

are solutions to Bessel’s equation

xd

dx

(xdy

dx

)+ (x2 − p2)y = 0,

in the case where p = 1/2. Hence the general solution to
Bessel’s equation inthis case is

y = c11√x

cosx+ c21√x

sinx.

1.4.4. To obtain a nice expression for the generalized power
series solution toBessel’s equation in the case where p is not an
integer, it is convenient to usethe gamma function defined by

Γ(x) =∫ ∞

0

tx−1e−tdt.
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a. Use integration by parts to show that Γ(x+ 1) = xΓ(x).

b. Show that Γ(1) = 1.

c. Show thatΓ(n+ 1) = n! = n(n− 1) · · · 2 · 1,

when n is a positive integer.

d. Seta0 =

12pΓ(p+ 1)

,

and use the recursion formula (1.20) to obtain the following
generalized powerseries solution to Bessel’s equation (5.28) for
general choice of p:

y = Jp(x) =(x

2

)p ∞∑m=0

(−1)m 1m!Γ(p+m+ 1)

(x2

)2m.
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Chapter 2

Symmetry andOrthogonality

2.1 Eigenvalues of symmetric matrices

Before proceeding further, we will need to review and extend
some notions fromlinear algebra, which we studied earlier in
Mathematics 5A. The amazing factis that the eigenvalue-eigenvector
problem for an n × n matrix A simplifiesconsiderably when the
matrix is symmetric.

An n×n matrix A is said to be symmetric if it is equal to its
transpose AT .Examples of symmetric matrices include

(1 33 1

),

3− λ 6 56 1− λ 05 0 8− λ

and a b cb d ec e f

.Alternatively, we could say that an n× n matrix A is symmetric
if and only if

x · (Ay) = (Ax) · y. (2.1)

for every choice of n-vectors x and y. Indeed, since x · y =
xTy, equation (2.1)can be rewritten in the form

xTAy = (Ax)Ty = xTATy,

which holds for all x and y if and only if A = AT .On the other
hand, an n × n real matrix B is orthogonal if its transpose is

equal to its inverse, BT = B−1. Alternatively, an n× n
matrix

B = (b1b2 · · ·bn)
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is orthogonal if its column vectors b1, b2, . . . , bn satisfy
the relations

b1 · b1 = 1, b1 · b2 = 0, · · · , b1 · bn = 0,b2 · b2 = 1, · · ·
, b2 · bn = 0,

·bn · bn = 1.

Using this latter criterion, we can easily check that, for
example, the matrices(cos θ − sin θsin θ cos θ

), and

1/3 2/3 2/3−2/3 −1/3 2/32/3 −2/3 1/3

are orthogonal. Note that since

BTB = I ⇒ (detB)2 = (detBT )(detB) = det(BTB) = 1,

the determinant of an orthogonal matrix is always ±1.Recall that
the eigenvalues of an n× n matrix A are the roots of the poly-

nomial equationdet(A− λI) = 0.

For each eigenvalue λi, the corresponding eigenvectors are the
nonzero solutionsx to the linear system

(A− λI)x = 0.For a general n×n matrix, the problem of finding
eigenvalues and eigenvectorscan be complicated, because eigenvalues
need not be real (but can occur in com-plex conjugate pairs) and in
the “repeated root” case, there may not be enougheigenvectors to
construct a basis for Rn. We will see that these complicationsdo
not occur for symmetric matrices.

Lemma. If A is a symmetric n×n matrix with real entries, then
eigenvectorscorresponding to distinct eigenvalues are
perpendicular.

Proof: Let b1 and b2 be eigenvectors corresponding to the
eigenvalues λ1 andλ2 respectively. Then by (2.1),

b1 · (Ab2) = (Ab1) · b2 or λ2b1 · b2 = λ1b1 · b2.

Thus(λ2 − λ1)b1 · b2 = 0.

If λ2 6= λ1, b1 · b2 = 0, or in other words, the eigenvectors
are perpendicular.

Spectral Theorem.1 Suppose that A is a symmetric n× n matrix
with realentries. Then its eigenvalues are real and there is an n ×
n orthogonal matrixB of determinant one such that B−1AB = BTAB is
diagonal.

1This is called the “spectral theorem” because the spectrum is
another name for the set ofeigenvalues of a matrix.
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Proof in the case n = 2: If

A =(a bb c

),

the characteristic equation is∣∣∣∣ a− λ bb c− λ∣∣∣∣ = 0,

or equivalently,λ2 − (a+ c)λ+ (ac− b2) = 0.

By the quadratic formula, this has the roots

(a+ c)±√

(a+ c)2 − 4(ac− b2)2

=(a+ c)±

√(a− c)2 + b22

.

Since the expression under the radical is nonnegative, the roots
λ1 and λ2 arereal. We can assume that these eigenvalues are
distinct, because otherwise b = 0and a = c, so A is already
diagonal, and we can take B to be the identity matrix.

Let b1 and b2 be unit-length eigenvectors corresponding to the
eigenvaluesλ1 and λ2 respectively. Let B be the 2 × 2 matrix whose
columns are b1 andb2. By the Lemma, b1 and b2 are perpendicular,
and hence B is an orthogonalmatrix. If det(B) = −1, we can multiply
the second column of B by −1 toobtain an orthogonal matrix B of
determinant one. Since the columns of B areeigenvectors of A, if
follows by the argument presented in Math 5A that

B−1AB =(λ1 00 λ2

).

Since B is orthogonal, B−1 = BT and hence BTAB = B−1AB, a
diagonalmatrix.

The proof of this theorem in the case of general n is usually
presented in moreadvanced courses in linear algebra, such as Math
108 at UCSB.2 In any case,the method for finding the orthogonal
matrix B such that BTAB is diagonalis relatively simple, at least
when the eigenvalues are distinct. Simply let Bbe the matrix whose
columns are unit-length eigenvectors for A. In the case ofrepeated
roots, we must be careful to choose a basis of unit-length
eigenvectorsof each eigenspace which are perpendicular to each
other.

Example. The matrix

A =

5 4 04 5 00 0 1

2There are many excellent linear algebra texts that treat this
theorem in detail; one good

reference is Bill Jacob, Linear algebra, W. H. Freeman, New
York, 1990; see Chapter 5.
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is symmetric, so its eigenvalues must be real. Its
characteristic equation is

0 =

∣∣∣∣∣∣5− λ 4 0

4 5− λ 00 0 1− λ

∣∣∣∣∣∣ = [(λ− 5)2 − 16](λ− 1)= (λ2 − 10λ+ 9)(λ− 1) = (λ− 1)2(λ−
9),

which has the roots λ1 = 1 with multiplicity two and λ2 = 9 with
multiplicityone.

Thus we are in the notorious “repeated root” case, which might
be expectedto cause problems if A were not symmetric. However,
since A is symmetric,the Spectral Theorem guarantees that we can
find a basis for R3 consisting ofeigenvectors for A even when the
roots are repeated.

We first consider the eigenspace W1 corresponding to the
eigenvalue λ1 = 1,which consists of the solutions to the linear
system 5− 1 4 04 5− 1 0

0 0 1− 1

b1b2b3

= 0,or

4b1 +4b2 = 0,4b1 +4b2 = 0,

0 = 0.

The coefficient matrix of this linear system is 4 4 04 4 00 0
0

.Applying the elementary row operations to this matrix yields 4
4 04 4 0

0 0 0

→ 1 1 04 4 0

0 0 0

→ 1 1 00 0 0

0 0 0

.Thus the linear system is equivalent to

b1 − b2 = 0,0 = 0,0 = 0.

We can assign b2 and b3 at will and determine b1 via the
equation b1 − b2 = 0,so the general solution is

b = t1

1−10

+ t2 00

1
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and we find that

W1 = span

1−10

, 00

1

.The eigenspace is two-dimensional as we expect, since the
multiplicity of theeigenvalue is two.

We need to extract two unit length eigenvectors from W1 which
are perpen-dicular to each other. Note that since the equation for
W1 is b1 − b2 = 0, theunit length vector

n =

1√21√2

0

is perpendicular to W1. Thus

b1 =

001

∈W1 and b2 = n× b1 = 1√2−1√

2

0

∈W1.The vectors b1 and b2 are unit length elements of W1 which
are perpendicularto each other.

Next, we consider the eigenspace W9 corresponding to the
eigenvalue λ2 = 9,which consists of the solutions to the linear
system 5− 9 4 04 5− 9 0

0 0 1− 9

b1b2b3

= 0,or

−4b1 +4b2 = 0,4b1 −4b2 = 0,

−8b3 = 0.The coefficient matrix of this linear system is −4 4 04
−4 0

0 0 −8

.Applying the elementary row operations to this matrix yields −4
4 04 −4 0

0 0 −8

→ 1 −1 04 −4 0

0 0 −8

→ 1 −1 00 0 0

0 0 −8

→

1 −1 00 0 00 0 1

→ 1 −1 00 0 1

0 0 0
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Thus the linear system is equivalent to

b1 − b2 = 0,b3 = 0,0 = 0,

and we see that

W9 = span

110

.We set

b3 =

1√21√2

0

.Theory guarantees that the matrix

B =

0 1√2 1√20 −1√2

1√2

1 0 0

,whose columns are the eigenvectors b1, b1, and b3, will
satisfy

B−1AB =

1 0 00 1 00 0 9

.Moreover, since the eigenvectors we have chosen are of unit
length and perpen-dicular to each other, the matrix B will be
orthogonal.

Exercises:

2.1.1. Find a 2× 2-matrix orthogonal matrix B such that B−1AB is
diagonal,where

A =(

5 44 5

).

2.1.2. Find a 2× 2-matrix orthogonal matrix B such that B−1AB is
diagonal,where

A =(

3 11 7

).

2.1.3. Find a 3× 3-matrix orthogonal matrix B such that B−1AB is
diagonal,where

A =

5 4 04 5 00 0 1
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2.1.4. Show that if B1 and B2 are n× n orthogonal matrices, so
is the productmatrix B1B2, as well as the inverse B−11 .

2.2 Conic sections and quadric surfaces

The theory presented in the previous section can be used to
“rotate coordinates”so that conic sections or quadric surfaces can
be put into “canonical form.”

A conic section is a curve in R2 which is described by a
quadratic equation,such as the equation

ax21 + 2bx1x2 + cx22 = 1, (2.2)

where a, b and c are constants, which can be written in matrix
form as

(x1 x2

)( a bb c

)(x1x2

)= 1.

If we let

A =(a bb c

)and x =

(x1x2

),

we can rewrite (2.2) asxTAx = 1, (2.3)

where A is a symmetric matrix.According to the Spectral Theorem
from Section 2.1, there exists a 2 × 2

orthogonal matrix B of determinant one such that

B−1AB = BTAB =(λ1 00 λ2

).

If we make a linear change of variables,

x = By,

then since xT = yTBT , equation (2.2) is transformed into

yT (BTAB)y = 1,(y1 y2

)( λ1 00 λ2

)(y1y2

)= 1,

or equivalently,λ1y

21 + λ2y

22 = 1. (2.4)

In the new coordinate system (y1, y2), it is easy to recognize
the conic section:

• If λ1 and λ2 are both positive, the conic is an ellipse.

• If λ1 and λ2 have opposite signs, the conic is an
hyperbola.
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• If λ1 and λ2 are both negative, the conic degenerates to the
the empty set ,because the equation has no real solutions.

In the case where λ1 and λ2 are both positive, we can rewrite
(2.4) as

y21

(√

1/λ1)2+

y22

(√

1/λ2)2= 1,

from which we recognize that the semi-major and semi-minor axes
of the ellipseare

√1/λ1 and

√1/λ2.

The matrix B which relates x and y represents a rotation of the
plane. Tosee this, note that the first column b1 of B is a
unit-length vector, and cantherefore be written in the form

b1 =(

cos θsin θ

),

for some choice of θ. The second column b2 is a unit-vector
perpendicular tob1 and hence

b2 = ±(− sin θcos θ

).

We must take the plus sign in this last expression, because detB
= 1. Thus

B

(10

)=(

cos θsin θ

), B

(01

)=(− sin θcos θ

),

or equivalently, B takes the standard basis vectors for R2 to
vectors which havebeen rotated counterclockwise through an angle θ.
By linearity,

B =(

cos θ − sin θsin θ cos θ

)must rotate every element of R2 counterclockwise through an
angle θ. Thus oncewe have sketched the conic in (y1,
y2)-coordinates, we can obtain the sketch in(x1, x2)-coordinates by
simply rotating counterclockwise through the angle θ.

Example. Let’s consider the conic

5x21 − 6x1x2 + 5x22 = 1, (2.5)

or equivalently, (x1 x2

)( 5 −3−3 5

)(x1x2

)= 1.

The characteristic equation of the matrix

A =(

5 −3−3 5

)

38


	
is(5− λ)2 − 9 = 0, λ2 − 10λ+ 16 = 0, (λ− 2)(λ− 8) = 0,

and the eigenvalues are λ1 = 2 and λ2 = 8. Unit-length
eigenvectors corre-sponding to these eigenvalues are

b1 =(

1/√

21/√

2

), b2 =

(−1/√

21/√

2

).

The proof of the theorem of Section 2.1 shows that these vectors
are orthogonalto each other, and hence the matrix

B =(

1/√

2 −1/√

21/√

2 1/√

2

)is an orthogonal matrix such that

BTAB =(

2 00 8

).

Note that B represents a counterclockwise rotation through 45
degrees. Ifwe define new coordinates (y1, y2) by(

x1x2

)= B

(y1y2

),

equation (2.5) will simplify to(y1 y2

)( 2 00 8

)(y1y2

)= 1,

or

2y21 + 8y22 =

y21(1/√

2)2+

y22(1/√

8)2= 1.

We recognize that this is the equation of an ellipse. The
lengths of the semimajorand semiminor axes are 1/

√2 and 1/(2

√2).

The same techniques can be used to sketch quadric surfaces in
R3, surfacesdefined by an equation of the form

(x1 x2 x3

) a11 a12 a13a21 a22 a23a31 a32 a33

x1x2x3

= 1,where the aij ’s are constants. If we let

A =

a11 a12 a13a21 a22 a23a31 a32 a33

, x = x1x2

x3

,39
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Figure 2.1: Sketch of the conic section 5x21 − 6x1x2 + 5x22 − 1
= 0.

we can write this in matrix form

xTAx = 1. (2.6)

According to the Spectral Theorem, there is a 3 × 3 orthogonal
matrix B ofdeterminant one such that BTAB is diagonal. We introduce
new coordinates

y =

y1y2y3

by setting x = By,and equation (2.6) becomes

yT (BTAB)y = 1.

Thus after a suitable linear change of coordinates, the equation
(2.6) can be putin the form (

y1 y2 y3) λ1 0 00 λ2 0

0 0 λ3

y1y2y3

= 1,or

λ1y21 + λ2y

22 + λ3y

23 = 1,

where λ1, λ2, and λ3 are the eigenvalues of A.If the eigenvalues
are all nonzero, we have four cases:

• If λ1, λ2, and λ3 are all positive, the quadric surface is an
ellipsoid .
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Figure 2.2: An ellipsoid.

• If two of the λ’s are positive and one is negative, the
quadric surface is anhyperboloid of one sheet .

• If two of the λ’s are negative and one is positive, the
quadric surface is anhyperboloid of two sheets.

• If λ1, λ2, and λ3 are all negative, the equation represents
the empty set .

Just as in the case of conic sections, the orthogonal matrix B
of determinantone which relates x and y represents a rotation. To
see this, note first that sinceB is orthogonal,

(Bx) · (By) = xTBTBy = xT Iy = x · y. (2.7)

In other words, multiplication by B preserves dot products. It
follows from thisthat the only real eigenvalues of B can be ±1.
Indeed, if x is an eigenvector forB corresponding to the eigenvalue
λ, then

λ2(x · x) = (λx) · (λx) = (Bx) · (Bx) = x · x,

so division by x · x yields λ2 = 1.Since detB = 1 and detB is
the product of the eigenvalues, if all of the

eigenvalues are real, λ = 1 must occur as an eigenvalue. On the
other hand,non-real eigenvalues must occur in complex conjugate
pairs, so if there is a non-real eigenvalue µ + iν, then there must
be another non-real eigenvalue µ − iνtogether with a real
eigenvalue λ. In this case,

1 = detB = λ(µ+ iν)(µ− iν) = λ(µ2 + ν2).
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Since λ = ±1, we conclude that λ = 1 must occur as an eigenvalue
also in thiscase.

In either case, λ = 1 is an eigenvalue and

W1 = {x ∈ R3 : Bx = x}

is nonzero. It is easily verified that if dimW1 is larger than
one, then B mustbe the identity. Thus if B 6= I, there is a
one-dimensional subspace W1 of R3which is left fixed under
multiplication by B. This is the axis of rotation.

Let W⊥1 denote the orthogonal complement to W1. If x is a
nonzero elementof W1 and y ∈W⊥1 , it follows from (2.7) that

(By) · x = (By) · (Bx) = yTBTBx = yT Ix = y · x = 0,

so By ∈W⊥1 . Let y, z be elements of W⊥1 such that

y · y = 1, y · z = 0, z · z = 1;

we could say that {y,y} form an orthonormal basis for W⊥1 . By
(2.7),

(By) · (By) = 1, (By) · (Bz) = 0, (Bz) · (Bz) = 1.

Thus By must be a unit-length vector in W⊥1 and there must exist
a real numberθ such that

By = cos θy + sin θz.

Moreover, Bz must be a unit-length vector in W⊥1 which is
perpendicular toBy and hence

Bz = ±(− sin θy + cos θz).The fact that detB = 1 implies that we
cannot have

Bz = −(− sin θy + cos θz).

Indeed, if we setu = cos(θ/2)y + sin(θ/2)z

a short calculation shows that Bu = u, contradicting the fact
that u ∈ W⊥1 .Thus

Bz = − sin θy + cos θz,and multiplication by B must be a
rotation in the plane W⊥1 through an angleθ. Moreover, it is easily
checked that y + iz and y − iz are eigenvectors for Bwith
eigenvalues

e±iθ = cos θ ± i sin θ.We can therefore conclude that a 3× 3
orthogonal matrix B of determinant

one represents a rotation about an axis (which is the eigenspace
for eigenvalue
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Figure 2.3: An hyperboloid of one sheet.
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Figure 2.4: An hyperboloid of two sheets.
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one) and through an angle θ (which can be determined from the
eigenvalues ofB, which must be 1 and e±iθ).

Exercises:

2.2.1. Suppose that

A =(

2 33 2

).

a. Find an orthogonal matrix B such that BTAB is diagonal.

b. Sketch the conic section 2x21 + 6x1x2 + 2x22 = 1.

c. Sketch the conic section 2(x1 − 1)2 + 6(x1 − 1)x2 + 2x22 =
1.

2.2.2. Suppose that

A =(

2 −2−2 5

).

a. Find an orthogonal matrix B such that BTAB is diagonal.

b. Sketch the conic section 2x21 − 4x1x2 + 5x22 = 1.

c. Sketch the conic section 2x21 − 4x1x2 + 5x22 − 4x1 + 4x2 =
−1.

2.2.3. Suppose that

A =(

4 22 1

).

a. Find an orthogonal matrix B such that BTAB is diagonal.

b. Sketch the conic section 4x21 + 4x1x2 + x22 −√

5x1 + 2√

5x2 = 0.

2.2.4. Determine which of the following conic sections are
ellipses, which arehyperbolas, etc.:

a. x21 + 4x1x2 + 3x22 = 1.

b. x21 + 6x1x2 + 10x22 = 1.

c. −3x21 + 6x1x2 − 4x22 = 1.

d. −x21 + 4x1x2 − 3x22 = 1.

2.2.5. Find the semi-major and semi-minor axes of the
ellipse

5x21 + 6x1x2 + 5x22 = 4.
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2.2.6. Suppose that

A =

0 2 02 3 00 0 9

.a. Find an orthogonal matrix B such that BTAB is diagonal.

b. Sketch the quadric surface 4x1x2 + 3x22 + 9x23 = 1.

2.2.7. Determine which of the following quadric surfaces are
ellipsoids, whichare hyperboloids of one sheet, which are
hyperboloids of two sheets, etc.:

a. x21 − x22 − x23 − 6x2x3 = 1.

b. x21 + x22 − x23 − 6x1x2 = 1.

c. x21 + x22 + x

23 + 4x1x2 + 2x3 = 1.

2.2.8. a. Show that the matrix

B =

1/3 2/3 2/3−2/3 −1/3 2/32/3 −2/3 1/3

is an orthogonal matrix of deteminant one. Thus multiplication
by B is rotationabout some axis through some angle.

b. Find a nonzero vector which spans the axis of rotation.

c. Determine the angle of rotation.

2.3 Orthonormal bases

Recall that if v is an element of R3, we can express it with
respect to thestandard basis as

v = ai + bj + ck, where a = v · i, b = v · j, c = v · k.

We would like to extend this formula to the case where the
standard basis{i, j,k} for R3 is replaced by a more general
“orthonormal basis.”

Definition. A collection of n vectors b1, b2, . . . , bn in Rn
is an orthonormalbasis for Rn if

b1 · b1 = 1, b1 · b2 = 0, · · · , b1 · bn = 0,b2 · b2 = 1, · · ·
, b2 · bn = 0,

·bn · bn = 1.

(2.8)
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From the discussion in Section 2.1, we recognize that the term
orthonormalbasis is just another name for a collection of n vectors
which form the columnsof an orthogonal n× n matrix.

It is relatively easy to express an arbitrary vector f ∈ Rn in
terms of anorthonormal basis b1, b2, . . . , bn: to find constants
c1, c2, . . . , cn so that

f = c1b1 + c2b2 + · · ·+ cnbn, (2.9)

we simply dot both sides with the vector bi and use (2.8) to
conclude that

ci = bi · f .

In other words, if b1, b2, . . . , bn is an orthonormal basis
for Rn, then

f ∈ Rn ⇒ f = (f · b1)b1 + · · ·+ (f · bn)bn, (2.10)

a generalization of the formula we gave for expressing a vector
in R3 in termsof the standard basis {i, j,k}.

This formula can be helpful in solving the initial value
problem

dxdt

= Ax, x(0) = f , (2.11)

in the case where A is a symmetric n × n matrix and f is a
constant vector.Since A is symmetric, the Spectral Theorem of
Section 2.1 guarantees that theeigenvalues of A are real and that
we can find an n × n orthogonal matrix Bsuch that

B−1AB =

λ1 0 · · · 00 λ2 · · · 0· · ·0 0 · · · λn

.Recall from Math 5A that if we set x = By, then

Bdydt

=dxdt

= Ax = ABy ⇒ dydt

= B−1ABy.

Thus in terms of the new variable

y =

y1y2·yn

, we havedy1/dtdy2/dt·

dyn/dt

=λ1 0 · · · 00 λ2 · · · 0· · ·0 0 · · · λn

y1y2·yn

,so that the matrix differential equation decouples into n
noninteracting scalardifferential equations

dy1/dt = λ1y1,dy2/dt = λ2y2,

·dyn/dt = λnyn.
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We can solve these equations individually, obtaining the general
solution

y =

y1y2·yn

=c1e

λ1t

c2eλ2t

·cne

λnt

,where c1, c2, . . . , cn are constants of integration.
Transferring back to ouroriginal variable x yields

x = B

c1e

λ1t

c2eλ2t

·cne

λnt

= c1b1eλ1t + c2b2eλ2t + · · ·+ cnbneλnt,where b1, b2, . . . , bn
are the columns of B. Note that

x(0) = c1b1 + c2b2 + · · ·+ cnbn.

To finish solving the initial value problem (2.11), we need to
determine theconstants c1, c2, . . . , cn so that

c1b1 + c2b2 + · · ·+ cnbn = f .

It is here that our formula (2.10) comes in handy; using it we
obtain

x = (f · b1)b1eλ1t + · · ·+ (f · bn)bneλnt.

Example. Suppose we want to solve the initial value problem

dxdt

=

5 4 04 5 00 0 1

, x(0) = f , where f = 31

4

.We saw in Section 2.1 that A has the eigenvalues λ1 = 1 with
multiplicity twoand λ2 = 9 with multiplicity one. Moreover, the
orthogonal matrix

B =

0 1√2 1√20 −1√2

1√2

1 0 0

has the property that

B−1AB =

1 0 00 1 00 0 9

.
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Thus the general solution to the matrix differential equation
dx/dt = Ax is

x = B

c1etc2etc3e

9t

= c1b1et + c2b2et + c3b3e9t,where

b1 =

001

, b2 = 1√2−1√

20

, b3 = 1√21√

20

.Setting t = 0 in our expression for x yields

x(0) = c1b1 + c2b2 + c3b3.

To solve the initial value problem, we employ (2.10) to see
that

c1 =

001

· 31

4

= 4, c2 = 1√2−1√

20

· 31

4

= √2,

c3 =

1√21√2

0

· 31

4

= 2√2.Hence the solution is

x = 4

001

et +√2 1√2−1√

20

et + 2√2 1√21√

20

e9t.Exercise:

2.3.1.a. Find the eigenvalues of the symmetric matrix

A =

5 4 0 04 5 0 00 0 4 20 0 2 1

.b. Find an orthogonal matrix B such that B−1AB is
orthogonal.

c. Find an orthonormal basis for R4 consisting of eigenvectors
of A.

d. Find the general solution to the matrix differential
equation

dxdt

= Ax.
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Figure 2.5: Two carts connected by springs and moving along a
friction-freetrack.

e. Find the solution to the initial value problem

dxdt

= Ax, x(0) =

1302

.2.4 Mechanical systems

Mechanical systems consisting of weights and springs connected
together in anarray often lead to initial value problems of the
type

d2xdt2

= Ax, x(0) = f ,dxdt

= 0, (2.12)

where A is a symmetric matrix and f is a constant vector. These
can be solvedby a technique similar to that used in the previous
section.

For example, let us consider the mechanical system illustrated
in Figure 2.5.Here we have two carts moving along a friction-free
track, each containing con-taining mass m and attached together by
three springs, with spring constantsk1, k2 and k3. Let

x1(t) = the position of the first cart to the right of
equilibrium,x2(t) = the position of the second cart to the right of
equilibrium,F1 = force acting on the first cart,F2 = force acting
on the second cart,
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with positive values for F1 or F2 indicating that the forces are
pulling to theright.

Suppose that when the carts are in equilibrium, the springs are
also in equi-librium and exert no forces on the carts. In this
simple case, it is possible toreason directly that the forces F1
and F2 must be given by the formulae

F1 = −k1x1 + k2(x2 − x1), F2 = k2(x1 − x2)− k3x2,

but it becomes difficult to determine the forces for more
complicated mechanicalsystems consisting of many weights and
springs. Fortunately, there are somesimple principles from physics
which simply the procedure for finding the forcesacting in such
mechanical systems.

The easiest calculation of the forces is based upon the notion
of work . Onthe one hand, the work required to pull a weight to a
new position is equal tothe increase in potential energy imparted
to the weight. On the other hand, wehave the equation

Work = Force×Displacement,which implies that

Force =Work)

(Displacement= −Change in potential energy

Displacement.

Thus if V (x1, x2) is the potential energy of the configuration
when the first cartis located at the point x1 and the second cart
is located at the point x2, thenthe forces are given by the
formulae

F1 = −∂V

∂x1, F2 = −

∂V

∂x2.

In our case, the potential energy V is the sum of the potential
energies storedin each of the three springs,

V (x1, x2) =12k1x

21 +

12k2(x1 − x2)2 +

12k3x

22,

and hence we obtain the formulae claimed before:

F1 = −∂V

∂x1= −k1x1 + k2(x2 − x1),

F2 = −∂V

∂x2= k2(x1 − x2)− k3x2.

It now follows from Newton’s second law of motion that

Force = Mass×Acceleration,
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and hence

F1 = md2x1dt2

, F2 = md2x2dt2

.

Thus we obtain a second-order system of differential
equations,

md2x1dt2

= −k1x1 + k2(x2 − x1) = −(k1 + k2)x1 + k2x2,

md2x2dt2

= k2(x1 − x2)− k3x2 = k2x1 − (k2 + k3)x2.

We can write this system in matrix form as

md2xdt2

= Ax, where A =(−(k1 + k2) k2

k2 −(k2 + k3)

). (2.13)

Note that A is indeed a symmetric matrix. The potential energy
is given by theexpression

V (x1, x2) = −12

(x1x2 )A(x1x2

).

Example. Let us consider the special case of the mass-spring
system in which

m = k1 = k2 = k3 = 1,

so that the system (2.13) becomes

d2xdt2

=(−2 11 −2

)x. (2.14)

To find the eigenvalues, we must solve the characteristic
equation

det(−2− λ 1

1 −2− λ

)= (λ+ 2)2 − 1 = 0,

which yieldsλ = −2± 1.

The eigenvalues in this case are

λ1 = −1, and λ2 = −3.

The eigenspace corresponding to the eigenvalue −1 is

W−1 = {b ∈ R2 : (A+ I)b = 0} = . . . = span(

11

).
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It follows from the argument in Section 2.1 that the eigenspace
correspondingto the other eigenvalue is just the orthogonal
complement

W−3 = span(−11

).

Unit length eigenvectors lying in the two eigenspaces are

b1 =(

1/√

21/√

2

), b2 =

(−1/√

21/√

2

).

The theorem of Section 2.1 guarantees that the matrix

B =(

1/√

2 −1/√

21/√

2 1/√

2

),

whose columns are b1 and b2, will diagonalize our system of
differential equa-tions.

Indeed, if we define new coordinates (y1, y2) by
setting(x1x2

)=(

1/√

2 −1/√

21/√

2 1/√

2

)(y1y2

),

our system of differential equations transforms to

d2y1/dt2 = −y1,

d2y2/dt2 = −3y2.

We set ω1 = 1 and ω2 =√

3, so that this system assumes the familiar form

d2y1/dt2 + ω21y1 = 0,

d2y2/dt2 + ω22y2 = 0,

a system of two noninteracting harmonic oscillators.The general
solution to the transformed system is

y1 = a1 cosω1t+ b1 sinω1t, y2 = a2 cosω2t+ b2 sinω2t.

In the original coordinates, the general solution to (2.14)
is

x =(x1x2

)=(

1/√

2 −1/√

21/√

2 1/√

2

)(a1 cosω1t+ b1 sinω1ta2 cosω2t+ b2 sinω2t

),

or equivalently,

x = b1(a1 cosω1t+ b1 sinω1t) + b2(a2 cosω2t+ b2 sinω2t).
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The motion of the carts can be described as a general
superposition of twomodes of oscillation, of frequencies

ω12π

andω22π.

Exercises:

2.4.1.a. Consider the mass-spring system illustrated in Figure
2.5 in the casewhere k1 = 4 and m = k2 = k3 = 1. Write down a
system of second-orderdifferential equations which describes the
motion of this system.

b. Find the general solution to this system.

c. What are the frequencies of vibration of this mass-spring
system?

2.4.2.a. Find the eigenvalues of the symmetric matrix

A =

−2 1 01 −2 10 1 −2

.b. Find an orthogonal matrix B such that B−1AB is
orthogonal.

c. Find an orthonormal basis for R3 consisting of eigenvectors
of A.

d. Find the general solution to the matrix differential
equation

d2xdt2

= Ax.

e. Find the solution to the initial value problem

d2xdt2

= Ax, x(0) =

120

, dxdt

(0) = 0.

2.4.3.a. Find the eigenvalues of the symmetric matrix

A =

−2 1 0 01 −2 1 00 1 −2 10 0 1 −2

.b. Find an orthogonal matrix B such that B−1AB is
orthogonal.

c. Find an orthonormal basis for R3 consisting of eigenvectors
of A.
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Figure 2.6: A circular array of carts and springs.

d. Find the general solution to the matrix differential
equation

d2xdt2

= Ax.

2.5 Mechanical systems with many degrees offreedom

Using an approach similar to the one used in the preceding
section, we canconsider more complicated systems consisting of many
masses and springs. Forexample, we could consider the box spring
underlying the mattress in a bed.Although such a box spring
contains hundreds of individual springs, and hencethe matrix A in
the corresponding dynamical system constains hundreds of rowsand
columns, it is still possible to use symmetries in the box spring
to simplifythe calculations, and make the problem of determining
the “natural frequenciesof vibration” of the mattress into a
manageable problem.

To illustrate how the symmetries of a problem can make it much
easier tosolve, let us consider a somewhat simpler problem, a
system of n carts containingidentical weights of mass m and
connected by identical springs of spring constantk, moving along a
circular friction-free track as sketched in Figure 2.6.

We choose a positive direction along the track and let xi denote
the dis-placement of the i-th cart out of equilibrium position in
the positive direction,for 1 ≤ i ≤ n. The potential energy stored
in the springs is

V (x1, . . . , xn) =12k(xn−x1)2+

12k(x2−x1)2+

12k(x3−x2)2+. . .+

12k(xn−xn−1)2
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= −12k(x1 x2 x3 · xn

)−2 1 0 · · · 11 −2 1 · · · 00 1 −2 · · · 0· · · · · · ·1 0 0 ·
· · −2

x1x2x3·xn

.We can write this as

V (x1, . . . , xn) = −12kxTAx,

where

x =

x1x2x3·xn

, A =−2 1 0 · · · 11 −2 1 · · · 00 1 −2 · · · 0· · · · · · ·1 0
0 · · · −2

,or equivalently as

V (x1, . . . , xn) = −12k

n∑i=1

n∑j=1

aijxixj ,

where aij denotes the (i, j)-component of the matrix A.Just as
in the preceding section, the force acting on the i-th cart can
be

calculated as minus the derivative of the potential energy with
respect to theposition of the i-th cart, the other carts being held
fixed. Thus for example,

F1 = −∂V

∂x1=

12k

n∑j=1

a1jxj +12k

n∑i=1

ai1xi = kn∑j=1

a1jxj ,

the last step obtained by using the symmetry of A. In general,
we obtain theresult:

Fi = −∂V

∂xi= k

n∑j=1

aijxj ,

which could be rewritten in matrix form as

F = kAx. (2.15)

On the other hand, by Newton’s second law of motion,

md2xdt2

= F.

Substitution into (2.15) yields

md2xdt2

= kAx ord2xdt2

=k

mAx, (2.16)

55


	
where A is the symmetric matrix given above. To find the
frequencies of vi-bration of our mechanical system, we need to find
the eigenvalues of the n× nmatrix A.

To simplify the calculation of the eigenvalues of this matrix,
we make use ofthe fact that the carts are identically situated—if
we relabel the carts, shiftingthem to the right by one, the
dynamical system remains unchanged. Indeed,lew us define new
coordinates (y1, . . . , yn) by setting

x1 = y2, x2 = y3, . . . , xn−1 = yn, xn = y1,

or in matrix terms,

x = Ty, where T =

0 1 0 · · · 00 0 1 · · · 00 0 0 · · · 0· · · · · · ·0 0 0 · · ·
11 0 0 · · · 0

.

Then y satisfies exactly the same system of differential
equations as x:

d2ydt2

=k

mAy. (2.17)

On the other hand,

d2xdt2

=k

mAx ⇒ T d

2ydt2

=k

mATy or

d2ydt2

=k

mT−1ATy.

Comparison with (2.17) yields

A = T−1AT, or TA = AT.

In other words the matrices A and T commute.Now it is quite easy
to solve the eigenvector-eigenvalue problem for T . In-

deed, if x is an eigenvector for T corresponding to the
eigenvalue λ, the compo-nents of x must satisfy the vector equation
Tx = λx. In terms of components,the vector equation becomes

x2 = λx1, x3 = λx2, . . . , xn = λxn−1, x1 = λxn. (2.18)

Thus x3 = λ2x1, x4 = λ3x1, and so forth, yielding finally the
equation

x1 = λnx1.

Similarly,x2 = λnx2, . . . , xn = λnxn.
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Since at least one of the xi’s is nonzero, we must have

λn = 1. (2.19)

This equation is easily solved via Euler’s formula:

1 = e2πi ⇒ (e2πi/n)n = 1, and similarly [(e2πi/n)j ]n = 1,

for 0 ≤ j ≤ n− 1. Thus the solutions to (2.19) are

λ = ηj , for 0 ≤ j ≤ n− 1, where η = e2πi/n. (2.20)

For each choice of j, we can try to find eigenvectors
corresponding to ηj . Ifwe set x1 = 1, we can conclude from (2.18)
that

x2 = ηj , x3 = η2j , . . . , xn = η(n−1)j ,

thereby obtaining a nonzero solution to the eigenvector
equation. Thus for eachj, 0 ≤ j ≤ n− 1, we do indeed have an
eigenvector

ej =

1ηj

η2j

·η(n−1)j

,for the eigenvalue ηj . Moreover, each eigenspace is
one-dimensional.

In the dynamical system that we are considering, of course, we
need to solvethe eigenvalue-eigenvector problem for A, not for T .
Fortunately, however, sinceA and T commute, the eigenvectors for T
are also eigenvectors for A. Indeed,since AT = TA,

T (Aej) = A(Tej) = A(ηjej) = ηj(Aej),

and this equation states that Aej is an eigenvector for T with
the same eigen-value as ej . Since the eigenspaces of T are all
one-dimensional, Aej must be amultiple of ej ; in other words,

Aej = λjej , for some number λj .

To find the eigenvalues λj for A, we simply act on ej by A: we
find that thefirst component of the vector Aej = λjej is

−2 + ηj + η(n−1)j = −2 + (e2πij/n + e−2πij/n) = −2 + 2
cos(2πj/n),

where we have used Euler’s formula once again. On the other
hand, the firstcomponent of ej is 1, so we immediately conclude
that

λj = −2 + 2 cos(2πj/n).
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It follows from the familiar formula

cos(2α) = cos2 α− sin2 α

thatλj = −2 + 2[cos(πj/n)]2 − 2[sin(πj/n)]2 =
−4[sin(πj/n)]2.

Note that λj = λn−j , and hence the eigenspaces for A are
two-dimensional,except for the eigenspace corresponding to j = 0,
and if n is even, to theeigenspace corresponding to j = n/2. Thus
in the special case where n is odd,all the eigenspaces are
two-dimensional except for the eigenspace with eigenvalueλ0 = 0,
which is one-dimensional.

If j 6= 0 and j 6= n/2, ej and en−j form a basis for the
eigenspace corre-sponding to eigenvalue λj . It is not difficult to
verify that

12

(ej + en−j) =

1

cos(πj/n)cos(2πj/n)

·cos((n− 1)πj/n)

and

i

2(ej − en−j) =

0

sin(πj/n)sin(2πj/n)

·sin((n− 1)πj/n)

form a real basis for this eigenspace. Let

ωj =√−λj = 2 sin(πj/n).

In the case where n is odd, we can write the general solution to
our dynamicalsystem (2.16) as

x = e0(a0 + b0t) +(n−1)/2∑j=1

12

(ej + en−j)(aj cosωjt+ bj sinωjt)

+(n−1)/2∑j=1

i

2(ej − en−j)(cj cosωjt+ dj sinωjt).

The motion of the system can be described as a superposition of
several modesof oscillation, the frequencies of oscillation
being

ωj2π

=

√k

m

sin(πj/n)π

.
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Note that the component

e0(a0 + b0t) =

111·1

(a0 + b0t)corresponds to a constant speed motion of the carts
around the track. If n islarge,

sin(π/n)π

.=π/n

π=

1n

⇒ ω12π

.=

√k

m

1n,

so if we were to set k/m = n2, the lowest nonzero frequency of
oscillation wouldapproach one as n→∞.

Exercises:

2.5.1. Find the eigenvalues of the matrix

T =

0 1 0 · · · 00 0 1 · · · 00 0 0 · · · 0· · · · · · ·0 0 0 · · ·
11 0 0 · · · 0

by expanding the determinant∣∣∣∣∣∣∣∣∣∣∣

−λ 1 0 · · · 00 −λ 1 · · · 00 0 −λ · · · 0· · · · · · ·0 0 0 · ·
· 11 0 0 · · · −λ

∣∣∣∣∣∣∣∣∣∣∣.

2.5.2.a. Suppose that a system of n − 1 carts containing
identical weights ofmass m, and connected by n identical springs of
spring constant k, are movingalong a friction-free track as shown
in Figure 2.7. Let

xi(t) = the displacement of the i-th cart to the right of
equilibrium.

Show that the carts will move in accordance with the linear
system

d2

dt2

x1x2·

xn−1

= kmP

x1x2·

xn−1
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Figure 2.7: A linear array of carts and springs.

where P is the (n− 1)× (n− 1) matrix defined by the formula

P =

−2 1 0 · · · 01 −2 1 · · · 00 1 −2 · · · ·· · · · · · ·0 0 · · ·
· −2

.We want to consider this system in the special case where k/m =
n2.

b. (For students with access to Mathematica.) Use the following
program tofind the eigenvalues and eigenvectors of the (n− 1)× (n−
1) matrix n2P , whenn = 10:

n := 10;m := Table[Max[2-Abs[i-j],0], { i,n-1} ,{ j,n-1} ];p :=
m - 4 IdentityMatrix[n-1]; a = n∧2 p;eval = Eigenvalues[N[a]]; evec
= Eigenvectors[N[a]];Print[eval]; ListPlot[evec[[n-1]]]

The last line of this program will print the eigenvalues and
plot the componentsof the n-th eigenvector, which will correspond
to the eigenvalue of smallestabsolute value.

c. Modify the program to find the eigenvalues of the matrix P
when n = 20,n = 50, and n = 100.
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Chapter 3

Fourier Series

3.1 Fourier series

The theory of Fourier series and the Fourier transform is
concerned with dividinga function into a superposition of sines and
cosines, its components of variousfrequencies. It is a crucial tool
for understanding waves, including water waves,sound waves and
light waves. Suppose, for example, that the function f(t)represents
the amplitude of a light wave arriving from a distant galaxy.
Thelight is a superposition of many frequencies which encode
information regardingthe material which makes up the stars of the
galaxy, the speed with which thegalaxy is receding from the earth,
its speed of rotation, and so forth. Much ofour knowledge of the
universe is derived from analyzing the spectra of stars
andgalaxies. Just as a prism or a spectrograph is an experimental
apparatus fordividing light into its components of various
frequencies, so Fourier analysis isa mathematical technique which
enables us to decompose an arbitrary functioninto a superposition
of oscillations.

In the following chapter, we will describe how the theory of
Fourier series canbe used to analyze the flow of heat in a bar and
the motion of a vibrating string.Indeed, Joseph Fourier’s original
investigations which led to the theory of Fourierseries were
motivated by an attempt to understand heat flow.1 Nowadays,
thenotion of dividing a function into its components with respect
to an appropriate“orthonormal basis of functions” is one of the key
ideas of applied mathematics,useful not only as a tool for solving
partial differential equations, as we will seein the next two
chapters, but for many other purposes as well. For example, ablack
and white photograph could be represented by a function f(x, y) of
twovariables, f(x, y) representing the darkness at the point (x,
y). The photographcan be stored efficiently by determining the
components of f(x, y) with respectto a well-chosen “wavelet basis.”
This idea is the key to image compression,

1Fourier’s research was published in his Théorie analytique de
la chaleur in 1822.
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which can be used to send pictures quickly over the
internet.2

We turn now to the basics of Fourier analysis in its simplest
context. Afunction f : R→ R is said to be periodic of period T if
it satisfies the relation

f(t+ T ) = f(t), for all t ∈ R.

Thus f(t) = sin t is periodic of period 2π.Given an arbitrary
period T , it is easy to construct examples of functions

which are periodic of period T—indeed, the function f(t) =
sin(2πtT ) is periodicof period T because

sin(2π(t+ T )

T) = sin(

2πtT

+ 2π) = sin(2πtT

).

More generally, if k is any positive integer, the functions

cos(2πktT

) and sin(2πktT

)

are also periodic functions of period T .The main theorem from
the theory of Fourier series states that any “well-

behaved” periodic function of period T can be expressed as
superpositions ofsines and cosines:

f(t) =a02

+ a1 cos(2πtT

) + a2 cos(4πtT

) + . . .+ b1 sin(2πtT

) + b2 sin(4πtT

) + . . . .

In this formula, the ak’s and bk’s are called the Fourier
coefficients of f .Our first goal is to determine how to calculate
these Fourier coefficients. For

simplicity, we will restrict our attention to the case where the
period T = 2π,so that

f(t) =a02

+ a1 cos t+ a2 cos 2t+ . . .+ b1 sin t+ b2 sin 2t+ . . . .
(3.1)

The formulae for a general period T are only a little more
complicated, and arebased upon exactly the same ideas.

The coefficient a0 is particularly easy to evaluate. We simply
integrate bothsides of (3.1) from −π to π:∫ π

−πf(t)dt =

∫ π−π

a02dt+

∫ π−π

a1 cos tdt+∫ π−π

a2 cos 2tdt+ . . .

+∫ π−π

b1 sin tdt+∫ π−π

b2 sin 2tdt+ . . . .

2See Stéphane Mallat, A wavelet tour of signal processing,
Academic Press, Boston, 1998.
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Since the integral of cos kt or sin kt over the interval from −π
to π vanishes, weconclude that ∫ π

−πf(t)dt = πa0,

and we can solve for a0, obtaining

a0 =1π

∫ π−π

f(t)dt. (3.2)

To find the other Fourier coefficients, we will need some
integral formulae.We claim that if m and n are positive integers,∫
π

−πcosnt cosmtdt =

{π, for m = n,0, for m 6= n, (3.3)∫ π

−πsinnt sinmtdt =

{π, for m = n,0, for m 6= n, (3.4)∫ π

−πsinnt cosmtdt = 0. (3.5)

Let us verify the first of these equations. We will use the
trigonometricidentities

cos((n+m)t) = cosnt cosmt− sinnt sinmt,cos((n−m)t) = cosnt
cosmt+ sinnt sinmt.

Adding these together, we obtai
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