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Abstract
 Stochastic differential equations (SDEs) are central to much of modern finance the-
 ory and have been widely used to model the behaviour of key variables such as the
 instantaneous short-term interest rate, asset prices, asset returns and their volatility.
 The explanatory and/or predictive power of these models depends crucially on the par-
 ticularisation of the model SDE(s) to real data through the choice of values for their
 parameters. In econometrics, optimal parameter estimates are generally considered to
 be those that maximise the likelihood of the sample. In the context of the estima-
 tion of the parameters of SDEs, however, a closed-form expression for the likelihood
 function is rarely available and hence exact maximum-likelihood (EML) estimation is
 usually infeasible. The key research problem examined in this thesis is the development
 of generic, accurate and computationally feasible estimation procedures based on the
 ML principle, that can be implemented in the absence of a closed-form expression for
 the likelihood function. The overall recommendation to come out of the thesis is that
 an estimation procedure based on the finite-element solution of a reformulation of the
 Fokker-Planck equation in terms of the transitional cumulative distribution function
 (CDF) provides the best balance across all of the desired characteristics. The recom-
 mended approach involves the use of an interpolation technique proposed in this thesis
 which greatly reduces the required computational effort.
 Keywords
 stochastic differential equations, parameter estimation, maximum likelihood, finite dif-
 ference, finite element, cumulative distribution function, interpolation.
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Chapter 1
 Introduction
 A differential equation that contains a random component, which in turn leads to a
 solution that is a random process, is known as a stochastic differential equation (SDE).
 SDEs have been used profitably in a variety of disciplines including inter alia engineer-
 ing, environmetrics, physics, population dynamics and medicine. They are also central
 to much of modern finance theory and have been widely used to model the behaviour of
 key variables such as the instantaneous short-term interest rate, asset prices, asset re-
 turns and their volatility (see Sundaresan, 2000). Given the widespread usage of SDEs
 in a diverse range of fields, any contribution that improves the performance of models
 based on SDEs provides obvious benefits to society. The explanatory and/or predictive
 power of these models depends crucially on the particularisation of the model SDE(s)
 to real data through the specification of the SDE(s) and the choice of values for their
 parameters. The first of these issues, that of model specification, is not addressed in
 this thesis; instead, the focus is the development of general procedures to accurately
 and quickly estimate the parameters of SDEs from discretely-observed data.
 1.1 Key research problem and contributions
 In econometrics, optimal parameter estimates are generally considered to be those that
 maximise the likelihood of the sample. In the context of the estimation of the para-
 meters of SDEs, however, a closed-form expression for the likelihood function is rarely
 available and hence exact maximum-likelihood (EML) estimation is usually infeasible.
 The key research problem examined in this thesis is the development of generic, ac-
 1
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2 CHAPTER 1. INTRODUCTION
 curate and computationally feasible estimation procedures based on the ML principle,
 that can be implemented in the absence of a closed-form expression for the likelihood
 function.
 In addressing this research problem a number of significant and original contributions
 are made. Briefly, these contributions are
 1. A long overdue critical evaluation of existing methods for estimating the parame-
 ters of SDEs is undertaken. This study allows the users of SDE-based models, for
 the first time, to make judgements regarding how and in what circumstances par-
 ticular estimation procedures should be implemented based on empirical evidence
 rather than opinion.
 2. The transitional probability density function (PDF), which is an integral com-
 ponent in the construction of the likelihood function, is well-known to satisfy a
 partial differential equation known as the Fokker-Planck equation. A ML estima-
 tor of the parameters of SDEs based on the solution of this equation using the
 method of finite-differences has already been proposed in the literature (Jensen
 and Poulsen, 2002). In this thesis, two new ML estimators are proposed in which
 the Fokker-Planck is solved numerically using a finite-element approach and a
 spectral Chebyshev-collocation approach respectively.
 3. One problem afflicting all of the procedures based on the numerical solution of the
 Fokker-Planck equation is the difficulty posed by representing a delta-function ini-
 tial condition numerically. To alleviate this problem, a fundamental reformulation
 of the Fokker-Planck equation in terms of the transitional cumulative distribution
 function (CDF) is developed. The impact of this reformulation on the efficacy
 of the finite-difference, finite-element and Chebyshev-collocation procedures is
 investigated.
 4. An altogether different approach to the estimation of the parameters of SDEs
 involves the use of a finite Hermite polynomial expansion (HPE) to approximate
 the transitional PDF. A new algorithm for this approach, based on the local
 moments of the SDE, is proposed. In the new algorithm the dimension of the
 HPE (and hence the accuracy of the procedure) can be increased with minimal
 effort from the user. By contrast, the original algorithm given by Aıt-Sahalia
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1.2. PRELIMINARIES 3
 (2002) is difficult to generalise to provide a higher level of accuracy if the standard
 specification is not sufficiently accurate.
 5. The final, and perhaps most important, contribution of this thesis is the devel-
 opment of a technique that greatly reduces the computational cost of any ML
 estimator of the parameters of SDEs. The technique relies on the fact that al-
 most all of the SDEs used in economics and finance are time homogeneous and
 that the transitional PDF is a continuous function of the initial state. Accord-
 ingly, a representative family of transitional PDFs with initial states spanning
 the state space of the problem can be used to characterise all of the transitions
 in a sample. The likelihood of each transition in the sample is obtained to high
 accuracy by interpolating the precalculated set of transitional PDFs. The beauty
 of this technique is that it makes the computational time required in estimation
 relatively insensitive to the sample size.
 This thesis is primarily methodological and, as such, empirical applications are only
 undertaken if necessary to highlight some feature of the estimation problem. Before
 describing the structure of the thesis in more detail, some preliminary technical issues
 are discussed.
 1.2 Preliminaries
 In this section a formal statement of the parameter estimation problem to be addressed
 in this thesis is given and some benchmark models are specified.
 1.2.1 Parameter estimation
 Given the one-dimensional time-homogeneous SDE
 dX = µ(X;θ) dt + g(X;θ) dW (1.1)
 the task is to estimate the parameters θ from a sample of (N + 1) observations
 X0, . . . , XN of the process at known times t0, . . . , tN . In the statement of equation
 (1.1), dW is the differential of the Wiener process and the instantaneous drift µ(x;θ)
 and instantaneous diffusion g2(x;θ) are prescribed functions of state.
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4 CHAPTER 1. INTRODUCTION
 The maximum-likelihood (ML) estimator of θ is asymptotically efficient and consistent
 (Dacunha-Castelle and Florens-Zmirou, 1986) and involves minimising the negative
 log-likelihood function of the observed sample, namely
 − logL(θ) = − log f0(X0 |θ)−N−1∑
 k=0
 log f(Xk+1 |Xk; θ) , (1.2)
 with respect to the parameters θ. In this expression, f0(X0 |θ) is the density of the
 initial state and f(Xk+1 |Xk; θ) ≡ f(
 (Xk+1, tk+1) | (Xk, tk);θ) is the value of the
 transitional probability density function (PDF) at (Xk+1, tk+1) for a process starting
 at (Xk, tk) and evolving to (Xk+1, tk+1) in accordance with equation (1.1). Note that
 the Markovian property of equation (1.1) ensures that the transitional PDF satisfies
 the Fokker-Planck (or forward-Kolmogorov) equation
 ∂f
 ∂t=
 ∂
 ∂x
 (12
 ∂(g2(x; θ)f)∂x
 − µ(x; θ)f)
 x ∈ S, (1.3)
 with suitable initial and boundary conditions1. Unfortunately, EML estimation is only
 feasible in the rare cases in which a closed-form solution to this initial boundary value
 problem is available. In these cases, EML estimation of the parameters is straightfor-
 ward since the negative log-likelihood can be computed exactly for any combination of
 the parameters θ and its value minimised. The focus of this thesis is the development
 of estimation procedures based on the ML principle that can be applied even when a
 closed-form solution to equation (1.3) is not available.
 1.2.2 Benchmark models
 In this section two benchmark models are described. These models are used throughout
 the thesis as the basis of Monte Carlo experiments designed to evaluate the efficacy of
 the various estimation procedures. EML provides a natural benchmark against which
 the feasible ML estimation procedures considered in this thesis may be compared, but
 in order to use EML it is necessary to provide benchmark models which have known
 closed-form expressions for their transitional PDFs. Two such models that are relevant
 in the context of financial econometrics are now discussed.
 1A full derivation of the Fokker-Planck equation, based on the flow of probability and the conser-
 vation of probability mass, is provided in Chapter 2.
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1.2. PRELIMINARIES 5
 Cox, Ingersoll and Ross model The square-root process proposed by Cox, Inger-
 soll and Ross (1985) as a model of the instantaneous short term interest rate, commonly
 referred to as the CIR model, evolves according to the SDE
 dX = α(β −X) dt + σ√
 X dW (1.4)
 where α (speed of adjustment), β (the mean interest rate) and σ (volatility control)
 are positive parameters to be estimated. Thus the CIR process exhibits mean reversion
 of X to the state X = β. Most importantly, however, the properties g(0;θ) = 0 and
 µ(0;θ) > 0 ensure that S = R+.
 A closed-form expression for the transitional PDF of the CIR process is constructed in
 Appendix A using the method of characteristics. The first stage in this procedure is
 the derivation of the characteristic function, which in the case of the CIR process is the
 Laplace transform of the transitional PDF. It is shown that the characteristic function
 of X at time tk+1 for a CIR process starting in state Xk at time tk is given by
 f(p, tk+1) = c ν+1 e−u (p + c)−ν−1 exp[ cu
 p + c
 ](1.5)
 where c, u, v and ν are defined respectively by
 c =2α
 σ2(1− e−α(tk+1−tk)), u = cXke
 −α(tk+1−tk) , v = cx , ν =2αβ
 σ2− 1 . (1.6)
 The transitional PDF is recovered through the application of an appropriate inverse
 transform. The final result shows that a CIR process which starts at Xk at time tk
 diffuses to a final state at time tk+1 that is non-central chi-squared distributed with
 transitional PDF
 f(x |Xk; θ) = c(v
 u
 ) q2e−(
 √u−√v)2 e−2
 √uvIq(2
 √uv) (1.7)
 where c, u, v and ν are defined in (1.6) and Iν(x) is the modified Bessel function of
 the first kind of order ν. This transitional PDF may now be used in combination with
 expression (1.2) to estimate the values of the parameters of the CIR model (1.4) by
 EML.
 Ornstein-Uhlenbeck model The OU process proposed by Vasicek (1977) evolves
 according to the SDE
 dX = α(β −X) dt + σ dW (1.8)
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6 CHAPTER 1. INTRODUCTION
 where α (speed of adjustment), β (the mean interest rate) and σ (volatility control) are
 again the parameters to be estimated. The OU process also exhibits mean reversion of
 X to the state X = β, but unlike the CIR process, the domain of the state variable is
 unrestricted, that is, S = R. The analysis of the OU process is also given in Appendix A
 and mirrors that of the CIR process with the exception that the characteristic function
 is now the Fourier transform of the transitional PDF. Briefly, the characteristic function
 of the OU process is shown to be
 f(ω, tk+1) = exp[− iω
 (Xk + (β −Xk)(1− e−α(tk+1−tk))
 )− ω2σ2
 4α
 (1− e−2α(tk+1−tk)
 )].
 (1.9)
 This is the characteristic function of the Normal distribution with mean value Xk +
 (β−Xk)(1−e−α(tk+1−tk)) and variance σ2(1−e−2α(tk+1−tk)
 )/2α. The transitional PDF
 of X at time tk+1 for the process starting at Xk at time tk therefore has closed-form
 expression
 f(x |Xk; θ) =1√2πV
 exp[− (x− x)2
 2V
 ](1.10)
 where
 V =σ2(1− e−2α(tk+1−tk))
 2α, x = β + (Xk − β) e−α(tk+1−tk) .
 This transitional PDF may now be used in combination with expression (1.2) to esti-
 mate the values of the parameters of the OU model (1.8) by EML.
 Numerical integration In the Monte Carlo experiments conducted throughout this
 thesis it is necessary to generate data consistent with these benchmark models2. This
 is efficiently achieved using the Milstein (1978) scheme
 xj+1 = xj + µ(xj)∆ + g(xj) ε j +g(xj)
 2∂ g(xj)
 ∂x
 (ε2
 j −∆)
 (1.11)
 where xj and xj+1 are consecutive observations of X separated by an interval of duration
 ∆ and εj ∼ N(0, ∆).
 In general the Milstein scheme is superior to the Euler-Maruyama scheme in that it
 exhibits strong convergence of order one by contrast with the order one half convergence
 of the Euler-Maruyama scheme. However, both algorithms are equivalent when g is a
 2The OU process has an exact solution that may be used to generate data. For consistency, however,
 a numerical scheme is used in this thesis
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1.3. THESIS STRUCTURE 7
 constant function. In the context of the CIR and OU processes, the particularised
 forms of Milstein’s scheme are respectively
 (CIR) xj+1 = xj + α(β − xj)∆ + σ√
 xj ε j +σ2
 4(ε2
 j −∆),
 (OU) xj+1 = xj + α(β − xj)∆ + σ ε j .
 (1.12)
 The parameter values used to simulate data in this thesis are α = 0.2, β = 0.08 and
 σ = 0.1 for the CIR process and α = 0.2, β = 0.08 and σ = 0.03 for the OU process.
 These values are roughly consistent with the types of annualised parameter values
 reported in applications to interest rate data. The interval between observations is set
 as ∆ = 1/12 to represent monthly data, and is broken into 1000 smaller time steps of
 length 1/12000 during the integration.
 1.3 Thesis structure
 A more detailed outline of the contributions made in the remaining chapters of this
 thesis is now given. Chapter 2 provides a comprehensive overview and critical evaluation
 of many of the existing methods for estimating the parameters of SDEs. Emphasis is
 placed on the practical implementation of the various techniques and so effort has been
 expended in attempting to summarise the details of the algorithms in an accessible way.
 In each case, comments are made about the general applicability of the method, its ease
 of use and when it is appropriate to apply it. Monte Carlo experiments are performed in
 order to compare the methods with respect to the accuracy of the parameter estimates
 and speed.
 Furthermore, while for most part Chapter 2 makes no claims to originality, given that
 it is mainly a critical evaluation of existing work, there are a number of interesting
 issues which emerge that have not yet been recognised in the published literature. A
 central concept in the ML estimation of the parameters of SDEs is the transitional PDF
 of the process which is known to satisfy the Fokker-Planck equation. Derivations of
 this equation in standard texts (see, for example, Karlin and Taylor, 1981) tend to be
 purely analytical. The derivation provided in Section 2.2, by contrast, is based on the
 flow of probability and the conservation of probability mass, and therefore provides a
 more physical interpretation. Within this context, the Fokker-Planck equation is seen
 to be a conservation law. A further contribution is made in the treatment of discrete
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8 CHAPTER 1. INTRODUCTION
 maximum likelihood. Specifically, a potential difficulty in using a likelihood function
 based on the Milstein approximation introduced by Elerian (1998) and implemented in
 Durham and Gallant (2002) is highlighted. In order to implement the likelihood based
 on the Milstein scheme, it may be necessary to alias observations to ensure that they
 fall within the domain of the likelihood function. Issues that are highlighted by this
 comparative study also form the genesis of the other contributions made in this thesis.
 Chapter 3 describes in detail three estimation procedures based on the numerical so-
 lution of the Fokker-Planck equation, namely, a finite-difference procedure, a finite-
 element procedure and a Chebyshev-collocation procedure. These procedures have
 been largely ignored in the financial econometrics literature even though the compara-
 tive study in Chapter 2 suggests that they are highly accurate and completely general.
 One possible reason for the lack of popularity of these estimators is that they are mod-
 erately computationally intensive. Typically, they involve obtaining the transitional
 PDF as the solution of the Fokker-Planck equation subject to a delta function initial
 condition and zero probability-flux boundary conditions. The delta function initial con-
 dition can not be represented numerically without approximation and, moreover, the
 form of this approximation generally imposes a restriction on the spatial discretisation
 that is required in all of these methods. Specifically, in order to return satisfactory ac-
 curacy, the spatial discretisation must be sufficiently fine that the approximation of the
 initial condition is well resolved. The problem, however, is that from a computational
 point of view a coarser discretisation of state space is more desirable. To this end, a
 reformulation of the problem in terms of the transitional CDF is introduced. Under
 this reformulation the delta-function initial condition is replaced by a step-function
 initial condition which has an exact numerical representation. More importantly, this
 new formulation is more robust at coarser discretisations of state which has positive
 implications for the required computational effort.
 Chapter 4 proposes a significant refinement of the estimation procedure based on a
 finite HPE introduced by Aıt-Sahalia (2002). In the comparative study in Chapter 2
 this procedure is shown to be accurate and computationally efficient, but also to suffer
 from the critical drawback that it is not easy to generalise if the standard specification
 does not provide the required level of accuracy. The new algorithm presented in Chapter
 4 involves obtaining the coefficients of the finite HPE from the local moments of the
 transitional PDF. The central contribution of the chapter is the development of a
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 system of ordinary differential equations governing the evolution of these moments.
 This system of equations can be integrated to provide estimates of an arbitrarily large
 number of moments to high accuracy, which can, in turn, be used to compute the values
 of the coefficients of the finite HPE. The key point is that both the number of moments
 and the dimension of the finite HPE can be increased with minimal effort from the
 user.
 Chapter 5 introduces a novel idea designed to vastly reduce the computational cost
 of ML estimation procedures without compromising the properties of the estimators.
 The proposed approach involves dividing the state space into a grid of initial states
 and obtaining an accurate description of the transitional PDF for each of these initial
 states by (for example) solving the Fokker-Planck equation numerically. The likelihood
 associated with every transition in the data set can be computed to good (and uniform)
 accuracy using Chebyshev interpolation of the known transitional PDFs for the grid
 of initial states. This method takes advantage of the fact that the SDEs commonly
 used in economics and finance are time homogeneous, and that the transitional PDF
 is a continuous function of the initial state. It is difficult to overstate the importance
 of this contribution. It provides a mechanism whereby general and highly accurate
 procedures, such as the new procedures developed in Chapters 3 and 4 of this thesis,
 can greatly reduce their computational disadvantage relative to more problem specific
 and/or less accurate rivals.
 Finally, Chapter 6 summarises the major findings in this thesis with regards to the key
 research problem. A number of avenues for future research are also suggested.
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Chapter 2
 Critical Evaluation of Existing
 Estimators
 2.1 Introduction
 Stochastic differential equations (SDEs) are commonly used to model the behaviour
 of important economic variables such as the instantaneous short-term interest rate,
 asset prices, asset returns and their volatility (see Sundaresan, 2000). Consequently,
 the estimation of the parameters of SDEs from discretely-sampled data has received
 substantial attention in the financial econometrics literature, particularly in the last
 ten years. It is now reasonable to conjecture that this area is maturing rapidly and is
 therefore fertile ground for a comprehensive review. Previous surveys of the area have
 been carried out by Shoji and Ozaki (1997), Jensen and Poulsen (2002), and Durham
 and Gallant (2002) but all of these papers are limited in scope, in the sense that
 attention in each case is focussed on a relatively narrow selection of existing estimation
 methods. The aim of this chapter is to provide a comprehensive overview and critical
 evaluation of many of the existing methods for estimating the parameters of SDEs.
 The emphasis is on the practical implementation of the various techniques and so effort
 has been expended in attempting to summarise the details of the algorithms in an
 accessible way1. In each case, comments are made about the general applicability of the
 method, its ease of use and when it is appropriate to apply it. Monte Carlo experiments
 1To aid in understanding the details of the implementation, the C-code used to implement each
 estimation method will be made available on request.
 11

Page 26
                        

12 CHAPTER 2. EXISTING ESTIMATORS
 are performed in order to compare the methods with respect to the accuracy of the
 parameter estimates and speed.
 While this chapter attempts to be comprehensive in terms of the variety of estima-
 tion methods currently available, it cannot claim to be exhaustive. The estimation
 methods surveyed here deal exclusively with estimating the parameter vector of the
 general one-dimensional, time-homogeneous SDE from a single sample of observations
 at discrete times. As a consequence there are three areas which are not covered in this
 chapter, namely, multi-dimensional models, including latent factor models2, the class
 of estimators that treat the parameters of the drift and diffusion functions separately
 (see, for example, Yoshida, 1992; Aıt-Sahalia, 1996a; Bandi and Phillips, 2003; Bandi
 and Phillips, 2005; and Phillips and Yu, 2005), and estimators that require panel data
 for their implementation (see, for example, Hurn and Lindsay, 1997; and McDonald
 and Sandal, 1999).
 Recall that the parameter estimation problem to be addressed in this thesis is as follows.
 Given the one-dimensional time-homogeneous SDE
 dX = µ(X; θ) dt + g(X; θ) dW (2.1)
 the task is to estimate the parameters θ from a sample of (N + 1) observations
 X0, . . . , XN of the process at known times t0, . . . , tN where µ(x; θ) and g2(x;θ) are
 assumed to be prescribed functions of state.
 The maximum-likelihood (ML) estimate of θ is generated by minimising the negative
 log-likelihood function of the observed sample, namely
 − logL(θ) = − log f0(X0 |θ)−N−1∑
 k=0
 log f(Xk+1 |Xk; θ) , (2.2)
 with respect to the parameters θ. In this expression, f0(X0 |θ) is the density of the
 initial state and f(Xk+1 |Xk; θ) ≡ f(
 (Xk+1, tk+1) | (Xk, tk);θ) is the value of the
 transitional probability density function (PDF) at (Xk+1, tk+1) for a process starting
 at (Xk, tk) and evolving to (Xk+1, tk+1) in accordance with equation (2.1). Note that
 the Markovian property of equation (2.1) ensures that the transitional PDF satisfies
 the Fokker-Planck equation
 ∂f
 ∂t=
 ∂
 ∂x
 (12
 ∂(g2(x; θ)f)∂x
 − µ(x; θ)f)
 x ∈ S, (2.3)
 2In the context of financial econometrics, this means that estimation methods for models of stochastic
 volatility are ignored. An excellent survey is to be found in Shephard (2005) and the readings therein.
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 with suitable initial and boundary conditions. Unfortunately, exact maximum likeli-
 hood (EML) estimation is only feasible in the rare cases in which a closed-form solution
 to this initial boundary value problem is available.
 Since EML estimation of the parameters of SDEs is usually infeasible a large number of
 competing estimation methods have been developed. Figure 2.1 provides a classification
 of these estimation procedures into two broad categories. Likelihood-based methods
 provide one obvious choice as a major category, given the prominent position of ML
 estimation in econometrics. The other major category includes those methods which
 may be loosely labelled as “sample DNA matching” procedures. The latter encompass
 methods which differ greatly in their mode of implementation, but which all have in
 common the fact that they attempt to match some feature or characteristic of the
 data to a theoretical counterpart of the model by choice of parameters. Of course,
 this classification represents a subjective view and others are possible. For example,
 methods could be grouped on whether or not they are simulation based. In any event,
 there will always be difficult cases in which the classification is not straightforward. A
 pertinent case in point is estimation based on the characteristic function. This approach
 spans both the categories proposed here. In Figure 2.1 it has been placed under sample
 DNA matching reflecting the view that, in practice, it is invariably implemented in a
 moment-matching context.
 The remainder of this chapter comprises five sections. Section 2.2 sets out the mathe-
 matical prerequisites required for a full understanding of the various estimation meth-
 ods. These include a derivation of the Fokker-Planck equation and and a discussion
 of the infinitesimal operator. These concepts are important in the context of many of
 the estimation methods to follow. Section 2.3 discusses the likelihood-based estimation
 methods listed on the left hand side of Figure 2.1. Section 2.4 outlines the estima-
 tion methods that try to match properties of the sample to a theoretical counterpart,
 which are summarised on the right hand side of Figure 2.1. Section 2.5 introduces the
 Monte Carlo experiments that involve applying the various estimation techniques to
 the benchmark models introduced in Section 1.2.2, namely the CIR and OU processes.
 Not only are these models relevant in the context of financial econometrics, but they
 also have closed-form expressions for their transitional PDFs allowing estimation by
 EML. The parameter values so obtained provide a useful benchmark with respect to
 which other estimation methods may be assessed. Section 2.6 concludes the chapter.
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 Classification of Estimation Procedures whenExact Maximum Likelihood is infeasible.
 Likelihood-based procedures Sample DNA matching procedures
 | |Solve Fokker-Planck equation (PDE)
 Lo, 1988; Hurn and Lindsay, 1999;Jensen and Poulsen, 2002
 Discrete Maximum Likelihood (DML)Florens-Zmirou, 1989; Elerian, 1998;Shoji and Ozaki, 1997
 Hermite Polynomial Expansion (HPE)Aıt-Sahalia, 2002; Bakshi and Ju, 2005
 Simulated Maximum Likelihood (SML)Pederson, 1995; Brandt and Santa-Clara,2002; Hurn, Lindsay and Martin, 2003
 Markov Chain Monte Carlo (MCMC)Elerian, Chib and Shephard, 2001;Jones, 1998; Eraker, 2001; Robertsand Stramer, 2001
 General Method of Moments (GMM)Hansen, 1992; Chan et al., 1992;Hansen and Scheinkman, 1995,Duffie and Singleton, 1993
 Indirect Estimation (IE)Gourieroux, Montfort and Renault,1993; Gallant and Tauchen, 1996
 Characteristic Function (CF)Singleton, 2001; Chacko andViceira, 2003
 Estimating Functions (EF)Bibby and Sorensen, 1995; Kessler andSorensen, 1999; Sorensen, 2000
 Match to Marginal Density (MMD)Aıt-Sahalia, 1996b
 Figure 2.1: Schematic classification of estimation techniques.
 2.2 Mathematical preliminaries
 Threaded through the many different estimation procedures to be considered in this
 chapter are several recurring concepts that are of a technical nature and are best treated
 separately. The purpose of this preliminary section is to describe these concepts prior to
 examining how they are used in parameter estimation. The first, and most important,
 of these preliminaries is a derivation of the initial boundary value problem which is
 satisfied by the transitional PDF.
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 2.2.1 Fokker-Planck equation
 ML estimation of the parameters θ requires the construction of the likelihood function
 which, in turn, requires that the transitional PDF of the process be known for each
 transition. This function is the solution of the Fokker-Planck equation and therefore
 this equation and its solution play a central role in parameter estimation for SDEs.
 Let X(t) be the solution of equation (2.1) satisfying the initial condition X(t0) = X0,
 then X(t) is a stochastic process with a state space S that is determined by the form
 of the drift and diffusion specifications. For t > t0, the distribution of X(t) is captured
 by f(x, t) ≡ f( (x, t) | (X0, t0);θ), the transitional PDF of the process at time t. It will
 be shown that f(x, t) satisfies the Fokker-Planck equation
 ∂f
 ∂t=
 ∂
 ∂x
 (12
 ∂(g2(x; θ)f)∂x
 − µ(x; θ)f)
 x ∈ S, t > t0 , (2.4)
 with initial and boundary conditions
 f(x, t0) = δ(x−X0) , x ∈ S ,
 q = µ(x;θ)f − 12
 ∂(g2(x;θ)f)∂x
 = 0 , x ∈ ∂S, t > t0 ,
 (2.5)
 where δ(x) is the usual Dirac delta function, q = q(x, t) is the flux of probability density
 at time t and state x and ∂S denotes the boundary of the region S. Briefly, the initial
 condition in (2.5) asserts that the process is known to start at X0 at time t0 and the
 boundary conditions assert that no probability can cross the boundaries of S thereby
 ensuring that the probability mass within S is conserved as the process evolves.
 In essence, the Fokker-Planck equation is a conservation law expressing the fact that
 probability mass cannot be created or destroyed, that is, it is a conserved quantity.
 The mass of probability contained within the interval [x−∆x, x + ∆x] ⊂ S is
 ∫ x+∆x
 x−∆x
 f(u, t) du
 where f(u, t) is the transitional PDF of X(t) at time t. Conservation of probability mass
 requires that the rate of change of the probability mass within [x−∆x, x+∆x] exactly
 balances the rate at which probability mass enters this interval across its boundary
 points, that is,
 d
 dt
 ∫ x+∆x
 x−∆x
 f(u, t) du = q(x−∆x, t)− q(x + ∆x, t) (2.6)
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 where q(u, t) is the flux of probability mass at state u and time t. The conservation
 law from which the Fokker-Planck equation is derived is obtained from equation (2.6)
 by means of the identities
 ∂f(x, t)∂t
 = lim∆x→0+
 12∆x
 ∫ x+∆x
 x−∆x
 ∂f(u, t)dt
 du ,
 −∂q(x, t)∂x
 = lim∆x→0+
 q(x−∆x, t)− q(x + ∆x, t)2∆x
 .
 (2.7)
 Equation (2.6) is divided by 2∆x, and then identities (2.7) are used to deduce the
 conservation law∂f(x, t)
 ∂t= −∂q(x, t)
 ∂x. (2.8)
 The Fokker-Planck equation is simply an application of equation (2.8) in which the
 SDE (2.1) is used to construct the relationship between the probability flux q(x, t) and
 the transitional PDF f(x, t).
 Let ψ(x, t) be an arbitrary differentiable function of state. The following analysis shows
 how to compute the flux of ψ when X evolves in accordance with equation (2.1). This
 general result, when applied to the transitional PDF f(x, t), will establish the Fokker-
 Planck equation (2.4). The argument relies on the observation that in a small interval
 (t, t+∆t), the local evolution of the process in the interval (u, u+∆u) is approximately
 Normal with mean value u + µ(u)∆t and variance g2(u)∆t where it should be noted
 that the dependence of the drift and diffusion functions on the parameters θ has been
 suppressed since these parameters play no role in the analysis. Let Φ(z) denote the
 CDF of the standard normal, and let u = x be a rigid boundary in S. The fraction of
 the probability located in (u, u + ∆u) at time t where u < x that has diffused into the
 region u > x is asymptotically
 1− Φ(x− u− µ(u)∆t
 g(u)√
 ∆t
 )= Φ
 (−x + u + µ(u)∆t
 g(u)√
 ∆t
 ),
 while the fraction of the probability located in (u, u + ∆u) at time t where u > x that
 has diffused into the region u < x is asymptotically
 Φ(x− u− µ(u)∆t
 g(u)√
 ∆t
 ).
 Therefore the imbalance between diffusion of ψ from the region u < x into the region
 u > x and from the region u > x into the region u < x is asymptotically∫ x
 −∞ψ(u, t)Φ
 (−x + u + µ(u)∆t
 g(u)√
 ∆t
 )du−
 ∫ ∞
 xψ(u, t)Φ
 (x− u− µ(u)∆t
 g(u)√
 ∆t
 )du .
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 The flux of ψ is therefore
 qψ = lim∆t→0+
 1∆t
 [ ∫ x
 −∞ψ(u, t)Φ
 (−x + u + µ(u)∆t
 g(u)√
 ∆t
 )du−
 ∫ ∞
 xψ(u, t)Φ
 (x− u− µ(u)∆t
 g(u)√
 ∆t
 )du
 ].
 (2.9)
 This expression for the flux of ψ is simplified by the substitutions u = x−λ√
 ∆t in the
 first integral of expression (2.9) and u = x + λ√
 ∆t in the second integral of expression
 (2.9) to obtain
 qψ = lim∆t→0+
 1√∆t
 [ ∫ ∞
 0ψ(x− λ
 √∆t, t)φ
 (−λ + µ(x− λ√
 ∆t)√
 ∆t
 g(x− λ√
 ∆t)
 )dλ
 −∫ ∞
 0ψ(x + λ
 √∆t, t) φ
 (−λ− µ(x + λ√
 ∆t)√
 ∆t
 g(x + λ√
 ∆t)
 )dλ
 ].
 (2.10)
 The computation of this limit is best achieved by expanding the integrand as a Maclau-
 rin expansion in√
 ∆t. The procedure begins by observing that
 −λ + µ(x− λ√
 ∆t)√
 ∆t
 g(x− λ√
 ∆t)= − λ
 g(x)−
 (µ(x)g(x)
 − λ2g ′(x)g2(x)
 )√∆t + O(∆t)
 −λ− µ(x + λ√
 ∆t)√
 ∆t
 g(x + λ√
 ∆t)= − λ
 g(x)−
 (µ(x)g(x)
 − λ2g ′(x)g2(x)
 )√∆t + O(∆t) .
 Thereafter the limiting procedure is straightforward and leads to the expression
 qψ =∫ ∞
 0
 [− 2
 ∂ψ(x, t)∂x
 Φ(−λ/g) + 2ψ(x, t)Φ ′(−λ/g)(µ(x)
 g(x)− λ2g ′(x)
 g2(x)
 ) ]dλ . (2.11)
 This integral is now simplified by means of the change of variable y = λ/g to give
 qψ =∫ ∞
 0
 [− 2g2(x)
 ∂ψ(x, t)∂x
 yΦ(−y) + 2ψ(x, t)Φ ′(−y)(µ(x)− y2g(x)g ′(x)
 ) ]dy .
 (2.12)
 It remains to note that Φ(y), the CDF of the standard normal, satisfies∫ ∞
 0Φ ′(−y) dy =
 12
 ,
 ∫ ∞
 0y2 Φ ′(−y) dy =
 12
 ,
 ∫ ∞
 0y Φ(−y) dy =
 14
 .
 In conclusion, expression (2.12) for the flux of ψ finally yields
 qψ(x, t) = µ(x; θ)ψ(x, t)− 12
 ∂
 ∂x
 (g2(x; θ)ψ(x, t)
 ). (2.13)
 Expression (2.13) gives the flux of an arbitrary function ψ(x, t) when the underlying
 stochastic process evolves in accordance with equation (2.1). When ψ is taken to be the
 transitional PDF of the process itself, then expression (2.13) now relates the probability
 flux q(x, t) of the process to the transitional PDF f(x, t) by the formula
 q(x, t) = µ(x; θ)f(x, t)− 12
 ∂
 ∂x
 (g2(x;θ)f(x, t)
 ). (2.14)
 The Fokker-Planck equation in one dimension follows immediately from the conserva-
 tion law (2.8).
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 2.2.2 Infinitesimal operator
 The final mathematical preliminary to be discussed is the infinitesimal operator. This
 operator has the property that it expresses the time derivative of an expected value
 as an expected value taken in state space. This property is central to many estima-
 tion methods, including the Hermite polynomial, method of moments and estimating
 function approaches.
 Let ψ = ψ(x) be a function of state, then the expected value of ψ is
 E [ ψ ](t) =∫
 Sψ(x)f(x, t) dx (2.15)
 and evolves as a function of time with initial value ψ(X0). The conservation law
 representation of the Fokker-Planck equation given in (2.8) is now used to show that
 dE [ ψ ]dt
 =∫
 Sψ(x)
 ∂f(x, t)∂t
 dx = −∫
 Sψ(x)
 ∂q(x, t)∂x
 dx =∫
 Sq(x, t)
 dψ
 dxdx (2.16)
 where the usual contribution to the value of the integral from boundary terms vanishes
 in equation (2.16) since q = 0 on ∂S. A further integration by parts applied to equation
 (2.16) givesdE [ ψ ]
 dt=
 ∫
 S
 (µ(x; θ)
 dψ
 dx+
 g2(x; θ)2
 d2ψ
 dx2
 )f(x, t) dx (2.17)
 where the boundary contributions to the value of the integral are again assumed to
 vanish on the basis that g2(x;θ)f(x, t)ψ′(x) → 0 for all t > t0 as x → ∂S. The
 infinitesimal operator of the diffusion X is now defined by
 Aθ(ψ) = µ(x; θ)dψ
 dx+
 g2(x; θ)2
 d2ψ
 dx2(2.18)
 and has the property thatdE [ ψ ]
 dt= E [Aθ(ψ) ] . (2.19)
 Furthermore, provided the drift and diffusion specifications of the model SDE in (2.1)
 are autonomous functions of state, then result (2.19) is a special case of the general
 resultdnE [ ψ ]
 dtn= E [An
 θ(ψ) ] (2.20)
 where n is any positive integer.
 This concludes the discussion of the purely mathematical preliminaries. Attention is
 now focussed on the details of the likelihood-based estimation procedures.
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 2.3 Likelihood-based procedures
 The first group of estimators, highlighted on the left hand column of Figure 2.1, seek
 to retain the ML framework by approximating the transitional PDF f(x |Xk; θ) by a
 numerical method, a discrete approximation or a simulation procedure.
 2.3.1 Numerical solution of the Fokker-Planck equation
 ML estimation relies crucially on the ability to compute the value of the transitional
 PDF, which is known to satisfy the Fokker-Planck equation
 ∂f
 ∂t=
 ∂
 ∂x
 ( 12
 ∂(g2(x; θ)f)∂x
 − µ(x; θ)f)
 (2.21)
 for suitable initial condition and boundary conditions. Let the state space of the prob-
 lem be S = [a, b] and suppose that the process starts at Xk at time tk. The appropriate
 initial condition in this case is
 f(x |Xk; θ) = δ(x−Xk) (2.22)
 where δ denotes the Dirac delta function, and the boundary conditions required to
 conserve unit density within this interval are the zero-flux conditions
 limx→a+
 (µf − 1
 2∂(g2f)
 ∂x
 )= 0 , lim
 x→b−
 (µf − 1
 2∂(g2f)
 ∂x
 )= 0 . (2.23)
 When a closed-form solution to this initial boundary value problem, and hence a closed-
 form expression for the transitional PDF, is not available, one possible way forward is to
 solve the problem numerically. In the context of financial econometrics, the possibility
 of ML estimation based on the numerical solution of the Fokker-Planck equation was
 first recognised by Lo (1988) and has since been implemented by Hurn and Lindsay
 (1999) using spectral approximations and Jensen and Poulsen (2002) using the method
 of finite differences. The finite-difference procedure is described and implemented here
 as it is the more familiar technique.
 The finite-difference procedure is based on a discretisation of state space into n uniform
 sub-intervals of length ∆x = (b−a)/n and a discretisation of the time interval [tk, tk+1]
 into m uniform sub-intervals of duration ∆t = (tk+1 − tk)/m. Let the nodes of the
 finite-difference scheme be denoted by xp = a + p ∆x where p is an integer satisfying
 0 ≤ p ≤ n, let (tk =)tk,0, tk,1 . . . , tk,m(= tk+1) denote the subdivision of [tk, tk+1] into
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 intervals of duration ∆t where tk,q = tk + q∆t, and let f(q)p = f(xp, tk,q) be the value of
 the transitional PDF at xp at time tk,q. Integration of equation (2.21) over [tk,q, tk,q+1]
 gives
 f(x, tk,q+1)−f(x, tk,q) =12
 ∂2
 ∂x2
 (g2(x)
 ∫ tk,q+1
 tk,q
 f(x, t) dt)− ∂
 ∂x
 (µ(x)
 ∫ tk,q+1
 tk,q
 f(x, t) dt)
 .
 (2.24)
 Let the auxiliary variables
 φp =∫ tk,q+1
 tk,q
 f(xp , t) dt
 be defined, then in the usual notation, equation (2.24) has finite difference approxima-
 tion
 f (q+1)p − f (q)
 p =g2p+1φp+1 − 2g2
 p φp + g2p−1φp−1
 2∆2x
 − µp+1φp+1 − µp−1φp−1
 2∆x
 .
 The terms in this equation are now regrouped to give
 f (q+1)p − f (q)
 p =(g2
 p−1 + µp−1∆x
 2∆2x
 )φp−1 −
 g2p
 ∆2x
 φp +(g2
 p+1 − µp+1∆x
 2∆2x
 )φp+1
 and the trapezoidal quadrature used to approximate φp by the formula
 φp =∆t
 2(f (q+1)
 p + f (q)p
 )+ O(∆t)3.
 The final finite-difference representation of equation (2.21) now simplifies to give
 −r(g2p−1 + µp−1∆x
 )f
 (q+1)p−1 + 2
 (2 + rg2
 p
 )f (q+1)
 p − r(g2p+1 − µp+1∆x
 )f
 (q+1)p+1
 = r(g2p−1 + µp−1∆x
 )f
 (q)p−1 + 2
 (2− rg2
 p
 )f (q)
 p + r(g2p+1 − µp+1∆x
 )f
 (q)p+1
 (2.25)
 where r = ∆t/∆2x is the Courant number. The procedure used to construct equation
 (2.25) is essentially the Crank-Nicolson algorithm, which is well known to exhibit robust
 numerical properties, for example, it is stable and numerically consistent. Expression
 (2.25) forms the core of the finite-difference representation of equation (2.21). It sug-
 gests that the distribution of transitional density at any time is computed by solving
 a tri-diagonal system of equations given an initial distribution of transitional density
 and suitable boundary conditions.
 As has already been remarked, the initial condition is a delta function and is therefore
 not representable within the framework of the finite-difference method. Jensen and
 Poulsen (2002) suggest that this difficulty can be circumvented by starting the finite-
 difference algorithm with a specification of the distribution of transitional density at
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 (tk + ∆t) based on the assumption that the transitional density at this time may
 be approximated by the Normal distribution with mean value Xk + µ(Xk;θ)∆t and
 variance g2(Xk; θ)∆t. The main drawback of this approximation is that once ∆t is
 chosen and the initial state is known, the diffusion occurring over the time interval
 ∆t from the true initial condition determines the size of the interval of state space
 over which the transitional PDF is significantly different from zero. The resolution ∆x
 of state space must now be chosen to be sufficiently small so as to guarantee that a
 reasonable number of nodes (say a dozen) lie within this interval of non-zero transitional
 PDF. Moreover, once a suitable value of ∆x is chosen, this discretisation interval must
 be applied to the entire state space. In practice, this requirement means that ∆x =
 O(√
 ∆t).
 A final crucial aspect of the finite-difference procedure is the incorporation of the bound-
 ary conditions into the first and last equations in the system. Recall that the solution is
 sought in the finite interval [x0, xn]. For many SDEs of type (2.1), the sample space is
 the semi-infinite interval (0,∞) so that the drift and diffusion specifications will often
 satisfy g(x0) = 0 and µ(x0) > 0. Under these conditions the boundary condition at
 x = x0 is equivalent to the condition f(x0, t) = 0, that is, no density can accumulate
 at the boundary x = x0. However, no equivalent simplification exists at the boundary
 x = xn which must be chosen to be suitably large, but finite3. The derivation of the
 boundary condition at x = xn is now described.
 The backward-difference representation of the boundary condition (2.23) at x = xn is
 12
 (3 g2nf
 (q)n − 4 g2
 n−1 f(q)n−1 + g2
 n−2 f(q)n−2
 2∆x
 )− µnf (q)
 n + O(∆x)2 = 0 . (2.26)
 These terms are regrouped and the truncation error ignored to obtain
 (3g2
 n − 4µn∆x
 )f (q)
 n − 4g2n−1f
 (q)n−1 + g2
 n−2f(q)n−2 = 0 . (2.27)
 This boundary condition is now used at (tk +q∆t) and (tk +(q+1)∆t) to eliminate f(q)n
 and f(q+1)n respectively from equation (2.25) evaluated at p = n− 1. The final result is
 P f(q+1)n−2 − (
 Q−R)f
 (q+1)n−1 = −P f
 (q)n−2 +
 (Q + R
 )f
 (q)n−1 (2.28)
 3In the applications here, the state xn is chosen to be the maximum of the sample plus the range
 of the sample.
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 whereP = g2
 n−2
 (3µn∆x − 2g2
 n
 )− µn−2∆x
 (3g2
 n − 4µn∆x
 ),
 Q = g2n−1
 (4µn∆x − 2g2
 n
 ), R =
 4r
 (3g2
 n − 4µn∆x
 ).
 When it is not possible to assume that f(x0, t) = 0, the lower boundary condition can
 be derived using a similar procedure. The result is an identical expression to equation
 (2.28) but with the subscripts n, n − 1 and n − 2 replaced by 0, 1 and 2 respectively,
 and the negative sign between the two terms in P replaced by a positive sign.
 Assuming that f(x0, t) = 0, the final specification of the numerical problem starts with
 equation
 2(2+ rg 2
 1
 )f
 (q+1)1 − r
 (g 22 −µ2 ∆x
 )f
 (q+1)2 = 2
 (2− rg 2
 1
 )f
 (q)1 + r
 (g 22 −µ2 ∆x
 )f
 (q)2 , (2.29)
 which is the particularisation of the general equation (2.25) at x1 taking account of the
 requirement that f(x0, t) = 0. There now follow (n − 3) equations with general form
 (2.25) in which the index p takes values from p = 2 to p = n − 2, followed finally by
 equation (2.28). Taken together, these equations form a tri-diagonal system of linear
 equations to be solved for the transitional PDF at time tk,q+1 given the PDF at tk,q.
 Note that the tri-diagonal system described by equations (2.25), (2.28) and (2.29) is
 solved for the transitional PDF at the nodes x1, . . . , xn−1. Here the transitional PDF
 at x0 is known a priori to be zero, while the transitional PDF at xn is obtained directly
 from relation (2.27).
 It is clear that the estimation procedure based on the numerical solution of the Fokker-
 Planck equation is closest in spirit to EML, and it is perhaps surprising, therefore,
 that it has not enjoyed much support in the literature, particularly given that mod-
 ern numerical methods allow the transitional PDF to be recovered to high accuracy.
 Although the construction of the tri-diagonal system of equations appears to be al-
 gebraically complicated, the component parts of these equations are developed from
 well-known central-difference formulae. Once constructed, the numerical scheme does
 not require that any special constitutive assumptions be made about the nature of the
 drift and diffusion functions, for example, that they are affine functions of state. In
 other words, the method is completely general in that any SDE can be easily accom-
 modated without further work. In conclusion it should be noted that this approach
 requires a moderate level of computational effort to implement properly. In the main,
 this stems from the delta function initial condition and the concomitant implications
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 for the resolution of the solution in state space. The numerical effort in this estima-
 tion algorithm is consumed by the repeated solution of a large system of simultaneous
 equations, albeit a tri-diagonal system of equations.
 2.3.2 Discrete maximum likelihood
 The central idea in the “discrete” maximum-likelihood (DML) approach to parameter
 estimation is the approximation of the transitional PDF by a closed-form expression
 involving the parameters of the SDE. The traditional (and most direct) way to achieve
 this objective is to use the Euler-Maruyama algorithm with one step of duration ∆ =
 (tk+1 − tk) to generate the approximate solution
 X = Xk + µ(Xk;θ)∆ + g(Xk; θ) εk (2.30)
 of equation (2.1) where εk ∼ N(0, ∆). The transitional PDF of X is therefore approxi-
 mated by the Normal PDF with mean value (Xk+µ(Xk; θ)∆) and variance g2(Xk;θ)∆.
 Thus the simplest version of DML replaces the true transitional PDF f(Xk+1 |Xk;θ)
 (required by EML) in expression (2.2) by
 1g(Xk; θ)
 √2π∆
 exp[−
 (Xk+1 −Xk − µ(Xk; θ)∆
 )2
 2g2(Xk; θ)∆
 ]. (2.31)
 However, the estimates of the parameters of the SDE obtained using this DML ap-
 proach are inconsistent for any fixed sampling interval because of the bias introduced
 by discretisation. Broze, Scaillet and Zakoıan (1998) provide a detailed discussion of
 this bias. Although the DML estimator converges to the EML estimator as the sam-
 pling interval approaches zero (Florens-Zmirou, 1989), this asymptotic result may not
 be sufficiently accurate at the sampling frequencies for which economic and financial
 data are usually available.
 Note that for some common SDEs, including those governing the CIR and OU processes,
 this direct implementation of the DML approach leads to a negative log-likelihood
 function which can be minimised without the need for a numerical optimisation routine.
 In other words, analytical expressions can be obtained for the parameters of the SDE
 that minimise the negative log-likelihood function based on simple DML. The relevant
 details are provided in Appendix B for the CIR and OU processes. While at first sight
 this finessing of the traditional DML algorithm might seem to be nothing more than
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 an exercise in algebra, the traditional DML algorithm is intrinsic to various parameter
 estimation procedures to be discussed in this chapter, e.g. Indirect Estimation (IE).
 The ability to “write down” optimal parameter estimates based on the traditional DML
 approach without the need for numerical optimisation has a dramatic impact on the
 accuracy and numerical efficiency of these estimation procedures.
 A variety of more accurate discrete approximations to the transitional PDF of the SDE
 (2.1) have been suggested, but only two of these will be outlined here. See Durham
 and Gallant (2002) for an excellent summary of these approaches.
 Milstein variant Elerian (1998) develops a more accurate implementation of DML
 based on the integration of equation (2.1) using the Milstein algorithm with one step
 of duration ∆ = (tk+1− tk). The approximate solution of (2.1) generated in this way is
 X = Xk + µ(Xk; θ)∆ + g(Xk; θ) εk +g(Xk; θ)
 2dg(Xk;θ)
 dx
 (ε2k −∆
 )(2.32)
 where εk ∼ N(0, ∆). This equation is now treated as a mapping defining the random
 variable X in terms of the random variable Y = εk. When expressed in terms of the
 constants Ak, Bk and Ck defined by
 Ak =∆2
 g(Xk; θ)g′(Xk;θ) , Bk =
 1
 ∆ [ g′(Xk; θ) ]2, Ck = Xk+µ(Xk;θ)∆−Ak
 (1+Bk
 ),
 the mapping embodied in the Milstein solution (2.32) takes the simplified form( Y√
 ∆+ sign(Ak)
 √Bk
 )2=
 (X − Ck)Ak
 . (2.33)
 The transitional PDF of X may be constructed from the mapping (2.33) by first noting
 that each value of X arises from two values of Y , namely
 Y1 = −√
 ∆[
 sign(Ak)√
 Bk+√
 X − Ck
 Ak
 ], Y2 = −
 √∆
 [sign(Ak)
 √Bk−
 √X − Ck
 Ak
 ].
 (2.34)
 The usual formula for the PDF, fX , of X in terms of the PDF, fY , of Y gives imme-
 diately
 fX = fY1
 ∣∣∣dY1
 dX
 ∣∣∣+fY2
 ∣∣∣dY2
 dX
 ∣∣∣ =12
 √∆
 Ak(X − Ck)1√2π∆
 (exp
 [− Y 2
 1
 2∆
 ]+ exp
 [− Y 2
 2
 2∆
 ]).
 It is now straightforward algebra to replace Y1 and Y2 by formulae (2.34) to get
 fX =e−Bk/2
 √2πAk(X − Ck)
 exp[−(X − Ck)
 2Ak
 ]cosh
 √Bk(X − Ck)
 Ak
 . (2.35)

Page 39
                        

2.3. LIKELIHOOD-BASED PROCEDURES 25
 Elerian (1998) simply replaces the true transitional PDF f(Xk+1 |Xk; θ) (required by
 EML) in expression (2.2) with the transitional PDF given by expression (2.35).
 It seems not to have been recognised in the existing literature that there may be a
 problem with the Milstein variant of DML. The derivation of expression (2.35) requires
 that the argument of the hyperbolic cosine be real valued. This in turn requires that
 Bk(Xk+1 − Ck)/Ak ≥ 0. There is, however, no guarantee that this condition will hold
 because the observation Xk+1 may not arise from a realisation of εk. For example,
 when the Milstein variant is applied to a transition from Xk of the CIR process, the
 constants Ak, Bk and Ck become
 Ak =σ2∆
 4, Bk =
 4Xk
 σ2∆, Ck = ∆
 [α(θ −Xk)− σ2
 4
 ].
 Since Ak and Bk are positive, the scheme experiences difficulties whenever Xk+1 < Ck,
 that is, whenever two successive datums satisfy
 Xk+1 < ∆[α(θ −Xk)− σ2
 4
 ].
 To overcome this problem, the density (2.35) can be replaced by the numerically robust
 expression
 fX =e−Bk/2
 √2π|Ak| |X − Ck|
 exp[−|X − Ck|
 2 |Ak|]
 cosh
 (√Bk |X − Ck|
 |Ak|
 )(2.36)
 which is identical to expression (2.35) whenever Ak(X −Ck) ≥ 0. Clearly this decision
 has repercussions for the quality of the estimation procedure since any observation
 Xk+1 for which (Xk+1 − Ck)/Ak < 0 will behave as though Ck + sign(Ak)|Xk+1 − Ck|was observed and not Xk+1. Moreover, the frequency with which this happens will
 change in an unpredictable way as the parameters θ are modified by the optimisation
 procedure.
 Local linearisation Shoji and Ozaki (1998) develop another approximation which
 they call local linearisation. Their approach requires a constant diffusion function. This
 objective can be achieved in equation (2.1) by changing the state variable from X to
 Y where
 Y =∫ X du
 g(u; θ). (2.37)
 Ito’s lemma
 dY =(µ(X; θ)
 dy
 dx+
 g2(X,θ)2
 d2y
 dx2
 )dt + g(X;θ) dW
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 may now be used to show that Y (t) satisfies the SDE
 dY = µ(Y ; θ) dt + dW , µ(Y ; θ) =µ(X; θ)g(X; θ)
 − 12
 dg(X;θ)dx
 (2.38)
 where it is assumed that occurrences of X in the definition of µ(Y ; θ) are replaced by a
 function of Y via the mapping defined by equation (2.37). The Taylor series expansion
 of the drift function about Yk is
 µ(Y ; θ) = µ(Yk; θ) +d µ(Yk; θ)
 dY
 (Y − Yk
 )+
 (Y − Yk
 )2
 2d2 µ(Yk; θ)
 dY 2+ O(Y − Yk)3 .
 If Y is now taken to be the solution of equation (2.38), then (Y − Yk)2 = ∆ + O(∆3/2)
 and (Y − Yk)3 = O(∆3/2), and the expansion of µ(Y ; θ) about Yk to order ∆ now
 becomes
 µ(Y ; θ) = µ(Yk;θ) + µ ′(Yk; θ)(Y − Yk
 )+
 ∆2
 µ ′′(Yk; θ) . (2.39)
 With this approximation of the drift process, the random variable Y now satisfies the
 SDE
 dY =(
 µ(Yk;θ) + µ ′(Yk;θ)(Y − Yk
 )+
 ∆2
 µ ′′(Yk; θ))
 dt + dW , (2.40)
 which conforms to an OU process with parameter specification
 α = − µ ′(Yk;θ) , β = Yk − 2 µ(Yk; θ) + ∆ µ ′′(Yk; θ)2 µ ′(Yk;θ)
 , σ = 1 . (2.41)
 In conclusion, the transitional PDF of Y is approximated by the transitional PDF of
 the OU process with parameters given by equations (2.41). The transitional PDF of X
 is now computed from that of the OU process by the usual formula
 fX = fYdY
 dX=
 fY
 g(X; θ)
 where fY is given by expression (1.10) with α, β and σ taking the values in equations
 (2.41).
 In a comparative study of various DML approximation methods Durham and Gallant
 (2002) found the local linearisation method to be among the most accurate of this
 class of estimators. They also suggest that almost all of the methods perform more
 accurately if the SDE is converted to one with a unit diffusion by the transformation
 in (2.37) even if their implementation does not necessarily require it. This is most
 likely due to the fact that the transitional PDF of the new variable Y is closer to that
 of a Normal distribution than that of X. Note, however, that it must be possible to
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 compute µ(y; θ) in closed form to take advantage of this procedure. If the derivatives
 of µ(y;θ) are taken numerically then it is likely that some of the advantage of this
 procedure will be sacrificed.
 In conclusion, the major advantages of traditional DML are its ease of implementation,
 speed and the fact that it does not impose any restrictions on the nature of the drift and
 diffusion functions of the underlying SDE. These features have led to the popularity of
 DML both as an estimation procedure in its own right and also as a component of more
 complex methods. Of course, the accuracy of the traditional implementation of DML
 suffers from discretisation bias for the size of sampling interval commonly encountered.
 The variants of DML try to reduce this bias, but at the expense of some of the simplicity
 both in terms of coding and in terms of the need for computing gradients of the drift
 and diffusion functions.
 2.3.3 Hermite polynomial expansion approaches
 Aıt-Sahalia (2002) develops two estimation procedures in which the unknown tran-
 sitional PDF is approximated by means of an expansion based on modified Hermite
 polynomials. The modified Hermite polynomial of degree n, here denoted conveniently
 by Hn(z) but not to be confused with the conventional Hermite polynomial, is defined
 by
 Hn(z) = ez2/2 dn
 dzn(e−z2/2) n ≥ 0 (2.42)
 and satisfies the important orthogonality property
 ∫ ∞
 −∞φ(z)Hn(z)Hm(z) dz =
 0 n 6= m
 n! n = m
 (2.43)
 where φ(z) is the PDF of the standard normal distribution. This property of modified
 Hermite polynomials can be established directly from the identity∫ ∞
 −∞φ(z)Hn(z)Hm(z) dz =
 ∫ ∞
 −∞
 dn
 dzn(φ(z))Hm(z) dz = (−1)n
 ∫ ∞
 −∞φ(z)
 dnHm(z)dzm
 dz
 (2.44)
 which is constructed by applying integration by parts n times to the middle integral
 and differentiating the modified Hermite polynomial on each occasion. Since Hm(z) is
 a polynomial of degree m, then the right hand integral in equation (2.44) has value zero
 when m < n. Similarly, symmetry demands that the value of this integral is also zero
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 when m > n. Thus result (2.43) is established when n 6= m. The result when n = m
 follows by first noting that dnHn(z)/dzn = n!, and then taking advantage of the fact
 that φ(z) is a PDF.
 Both of the estimation algorithms proposed by Aıt-Sahalia (2002) begin by transforming
 the variable in the original SDE (2.1) from X to
 Y =∫ X du
 g(u; θ). (2.45)
 The procedure is identical to that used by Shoji and Ozaki (1998) for the local lineari-
 sation algorithm described in Subsection 2.3.2. Briefly, Ito’s lemma is used to show
 that Y satisfies the SDE
 dY = µ(Y ; θ) dt + dW (2.46)
 with drift specification
 µ(Y ;θ) =µ(X; θ)g(X; θ)
 − 12
 ∂g(X; θ)∂X
 (2.47)
 where all occurrences of X on the right hand side of equation (2.47) are understood
 to be replaced by a function of Y that is constructed by inverting the monotonically
 increasing mapping defined by equation (2.45). This strategy serves two purposes; first
 it reduces the technical complexity of the problem from two arbitrary functions in the
 original SDE written for X to a single arbitrary function in the SDE written for Y , and
 second, the procedure provides a canonical form into which many SDE can be reduced
 by an appropriate change of random variable.
 Let Yk be the value of Y corresponding to Xk, and define the auxiliary random variable
 Z by
 Z =Y − Yk√
 ∆(2.48)
 where ∆ = (tk+1−tk) is the interval between observations. When ∆ is small so that the
 current distribution of Z is not close to its marginal distribution - the most common
 situation to occur in practice - the transitional PDF of Z at tk+1, namely the solution
 f(Z |Yk; θ) to the Fokker-Planck equation for Z, is intuitively well approximated by the
 normal distribution with mean value µ(Yk;θ)√
 ∆ and unit variance. This suggests that
 the transitional PDF of Z at tk+1 can be well approximated by the Fourier-Hermite
 series expansion
 f(z) = φ(z)∞∑
 n=0
 ηnHn(z) . (2.49)
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 Finite Hermite expansion Aıt-Sahalia’s first procedure involves truncating the
 infinite sum in equation (2.49) so as to approximate the transitional PDF of Z at tk+1
 by the finite Hermite expansion
 f(z |Yk; θ) = φ(z)J∑
 j=0
 ηj(∆, Yk; θ) Hj(z) . (2.50)
 The transitional PDF of X can be constructed from that of Z in the usual way to get
 f(x |Xk; θ) =f(z |Yk; θ)√∆ g(X; θ)
 , (2.51)
 and so the efficacy of this estimation procedure depends on the ease with which the
 coefficients η0(∆, Yk;θ), · · · , ηJ(∆, Yk; θ) can be calculated. By multiplying equation
 (2.50) by Hm(z) and integrating the result over R, it follows immediately from the
 orthogonality property (2.43) that the coefficients of this expansion are
 ηj(∆, Yk; θ)) =1j!
 ∫ ∞
 −∞Hj(z)f(z |Yk; θ) dz =
 1j!
 E[Hj(Z) |Y (tk) = Yk; θ
 ]. (2.52)
 Since H0(z) = 1 then η0(∆, Yk;θ)) = 1. This result is in keeping with the a priori
 assumption that the transitional density of Z is Gaussian to first order in ∆. The
 additional terms in the expansion serve to refine this approximation, but unfortunately
 the coefficients of these additional terms are more difficult to determine.
 On the assumption that ηj(∆, Yk; θ) is K times continuously differentiable with respect
 to ∆ in a neighbourhood of the origin, then ηj(∆, Yk; θ) has MacLaurin expansion
 ηj(∆, Yk;θ) =K∑
 n=0
 ∆n
 n!dηn
 j (0)d∆n
 + O(∆K+1) . (2.53)
 The infinitesimal generator of Z, which is identical to the infinitesimal generator of Y ,
 is defined by
 Aθ(ψ) = µ(y; θ)dψ
 dy+
 12
 d2ψ
 dy2. (2.54)
 Recall from Subsection 2.2.2 that this operator has the property that it expresses the
 time derivative of an expected value as an expected value taken in state space. This
 property is now used to replace derivatives with respect to ∆ in equation (2.53) with
 expectations taken in state space to obtain
 ηj(∆, Yk; θ) =1j!
 K∑
 n=0
 lim∆→0+
 E [Anθ [ Hj(z) ] ]
 ∆n
 n!+ O(∆K+1) . (2.55)
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 Note that as ∆ → 0+, the transitional PDF approaches a delta function, and therefore
 the integral defining the expectation in equation (2.55) may be replaced by Anθ [ Hj(z) ]
 evaluated at z = Zk, or equivalently at y = Yk, to get
 ηj(∆, Yk; θ) =1j!
 K∑
 n=0
 limy→Yk
 Anθ [Hj(z) ]
 ∆n
 n!+ O(∆K+1) . (2.56)
 This strategy is used to develop explicit expressions for the coefficients η1, . . . , ηJ which
 in turn allows the Fourier-Hermite expansion of the transitional PDF of X to be con-
 structed from identity (2.51). In practice, these coefficients are complicated expressions
 involving ∆, µ(Yk; θ) and derivatives of µ(y;θ) evaluated at y = Yk. The technical de-
 tails are unpleasant, and so only a few steps in the calculations are given. For example,
 the components
 Aθ[H1(z)] = − µ√∆
 , A2θ[H1(z)] = −2µµ
 ′+ µ
 ′′
 2√
 ∆,
 A3θ[H1(z)] = −4µ 2µ
 ′′+ 4µ(µ
 ′) 2 + 4µµ
 ′′′+ 6µ
 ′µ′′
 + µ′′′′
 4√
 ∆
 are sufficient to compute η1(∆, Yk; θ) to o(∆3). Aıt-Sahalia (2002) uses this strategy to
 develop explicit expressions for η1(∆, Yk; θ), · · · , η6(∆, Yk; θ) to o(∆3). The coefficients
 are
 η0 = 1 ,
 η1 = −µ∆1/2 − [2µµ
 ′+ µ
 ′′ ]∆3/2/4
 −[4µ(µ
 ′) 2 + 4µ 2µ
 ′′+ 6µ
 ′µ′′
 + 4µµ′′′
 + µ′′′′ ]
 ∆5/2/24
 η2 =[µ 2 + µ
 ′ ]∆/2 +
 [6µ2µ
 ′+ 4(µ
 ′)2 + 7µµ
 ′′+ 2µ
 ′′′ ]∆2/12
 +[28µ 2(µ
 ′) 2 + 28µ 2µ
 ′′′+ 16(µ
 ′) 3 + 16µ 3µ
 ′′+ 88µµ
 ′µ′′
 +21(µ′′)2 + 32µ
 ′µ′′′
 + 16µµ′′′′
 + 3µ′′′′′ ]
 ∆3/96
 η3 = −[µ 3 + 3µµ
 ′+ µ
 ′′ ]∆3/2/6− [
 12µ 3µ′+ 28µ(µ
 ′) 2
 +22µ 2µ′′
 + 24µ′µ′′
 + 14µµ′′′
 + 3µ′′′′ ]
 ∆5/2/48
 η4 =[µ 4 + 6µ 2µ
 ′+ 3(µ
 ′) 2 + 4µµ
 ′′+ µ
 ′′′ ]∆2/24
 +[20µ 4µ
 ′+ 50µ 3µ
 ′′+ 100µ 2(µ
 ′) 2 + 50µ 2µ
 ′′′+ 23µµ
 ′′′′
 +180µµ′µ′′
 + 40(µ′) 3 + 34(µ
 ′′) 2 + 52µ
 ′µ′′′
 + 4µ′′′′′ ]
 ∆3/240
 η5 = −[µ 5 + 10µ 3µ
 ′+ 15µ(µ
 ′) 2 + 10µ 2µ
 ′′+ 10µ
 ′µ′′
 + 5µµ′′′
 + µ 4]∆5/2/120
 η6 =[µ 6 + 15µ 4µ
 ′+ 15(µ
 ′) 3 + 20µ 3µ
 ′′+ 15µ
 ′µ′′′
 + 45µ 2(µ′) 2
 +10(µ′′) 2 + 15µ 2µ
 ′′′+ 60µµ
 ′µ′′
 + 6µµ′′′′
 + µ′′′′′ ]
 ∆3/720(2.57)
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 It should be noted that in Aıt-Sahalia’s procedure the availability of a closed form
 expression for µ(y;θ) appears to be a crucial prerequisite for the computation of the
 coefficients. However, if this closed form expression is difficult (or impossible) to derive
 in practice, it is still possible to construct the coefficients in equation (2.57) by noting
 that the values of µ(y; θ) and its derivatives at Yk can be obtained directly from the
 gradient of the mapping function and the properties of the primitive drift and diffusion
 functions4 without an explicit expression for X in terms of Y . For example, µ(Yk;θ)
 can be obtained directly from equation (2.47) and its first derivative can be computed
 asdµ
 dy=
 ∂µ
 ∂x
 dx
 dy= g
 ∂µ
 ∂x=
 ∂µ
 ∂x− µ
 g
 ∂g
 ∂x− g
 2∂2g
 ∂x2(2.58)
 where µ = µ(x;θ) and g = g(x;θ) are the primitive expressions for drift and diffusion.
 Higher derivatives of µ(y; θ) can be obtained by a similar procedure.
 CIR process: Let X satisfy the CIR process with drift specification µ(x; θ) = α(β − x)
 and diffusion specification g(x;θ) = σ√
 x, then the new random variable defined in
 equation (2.45) is Y = 2√
 X/σ and the underlying SDE satisfied by Y becomes
 dY = µ(Y ; θ) dt + dW , µ(y; θ) =(2αβ
 σ2− 1
 2
 ) 1y− α
 2y . (2.59)
 Although µ(y; θ) is given by a simple closed-form expression in y which can be differen-
 tiated as required, nevertheless the coefficients in expression (2.57) remain cumbersome.
 OU process: The OU process with drift specification µ(x; θ) = α(β − x) and diffusion
 specification g(x; θ) = σ is the more tractable of the two models used for illustrative
 purposes in this thesis. In this case Y = X/σ and the underlying SDE satisfied by Y
 becomes
 dY = µ(Y ; θ) dt + dW , µ(y; θ) =αβ
 σ− α y . (2.60)
 The second derivative and all higher derivatives of µ(y; θ) are zero which in turn sim-
 plifies considerably the coefficients of the finite Fourier-Hermite expansion of the tran-
 sitional PDF of Z.
 The accuracy of the Hermite polynomial procedure is controlled by the choice of the
 order of the modified Hermite expansion and the order of the Maclaurin series used
 for the expansion in ∆. As equations (2.57) make clear, one obvious disadvantage of
 4This fact has also been noted by Aıt-Sahalia in a companion working paper and by Bakshi and Ju
 (2005).
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 this approach lies in the inherent complexity of the expressions for the Fourier-Hermite
 coefficients. From equations (2.57) it is clear that ηj(∆, Yk; θ) = O(∆j/2) and therefore
 the extension of this procedure to a higher degree of temporal accuracy would inevitably
 entail significantly more calculation, both in terms of the number of coefficients and
 the degree of accuracy required from each coefficient. Aıt-Sahalia (2002) suggests that
 a Maclaurin series of accuracy o(∆3) and a Hermite expansion of order one or two is
 sufficient to achieve the required degree of precision in most applications. This situation
 can be expected to occur whenever the transitional PDF remains well approximated by
 a Gaussian PDF after diffusion has taken place over an interval of duration ∆. One final
 drawback of this approach is that the Hermite polynomials have infinite domain and
 consequently there is nothing in this method to force the transitional PDF of a process
 with semi-infinite domain (such as the CIR process) to be zero at the origin. Therefore,
 this procedure may leak density at the origin when estimating the transitional PDF of
 processes with semi-infinite domain.
 Infinite Hermite expansion Aıt-Sahalia’s second procedure involves rewriting equa-
 tion (2.49) as
 f(y, t) =1√2πt
 exp(− (y − Yk)2
 2t
 )exp
 (∫ y
 Yk
 µ(u)du)ψ(y, t). (2.61)
 The right hand side of equation (2.61) is the product of the standard normal PDF
 for the variable Z (φ(z) in equation (2.49)) expressed in terms of Y , and two further
 terms which will assume the role of the infinite Hermite sum in equation (2.49). The
 objective of this second procedure is to express the function ψ(y, t) as a convergent
 power series in ∆ in which the coefficients of the series capture the contribution made
 by the entire family of Hermite polynomials at each order in ∆. By contrast, the
 coefficients η0, η1, · · · in the infinite Hermite sum in equation (2.49) capture the total
 contribution from a single Hermite polynomial to the sum. The transitional PDF of X
 can be constructed from that of Y in the usual way to get
 f(x |Xk; θ) =f(y |Yk; θ)
 g(X; θ). (2.62)
 The analysis begins by rewriting the Fokker-Planck equation for the unit diffusion (2.46)
 as1f
 ∂f
 ∂t=
 12f
 ∂2f
 ∂y2− µ
 f
 ∂f
 ∂y− ∂µ
 ∂y. (2.63)
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 It is a straightforward calculation to show that the solution of equation (2.63) may be
 represented by expression (2.61) provided ψ(y, t) satisfies
 ∂ψ
 ∂t=
 12
 ∂2ψ
 ∂y2− y − Yk
 t
 ∂ψ
 ∂y+ λψ , λ = −1
 2
 (µ2 +
 ∂µ
 ∂y
 ). (2.64)
 A solution to equation (2.64) in the form of a power series expansion in time is now
 sought in the form
 ψ =∞∑
 n=0
 cn(y) tn
 n!(2.65)
 in which the functions c0(y), c1(y), · · · are determined by matching the coefficients of
 powers of t. This representation of ψ, when substituted into equation (2.64), leads to
 the identity∞∑
 n=1
 cn(y) tn−1
 (n− 1)!=
 12
 ∞∑
 n=0
 d2cn(y)dy2
 tn
 n!− y − Yk
 t
 ∞∑
 n=0
 dcn(y)dy
 tn
 n!+
 ∞∑
 n=0
 λ(y)cn(y)tn
 n!(2.66)
 Some of the summations in equation (2.66) are re-indexed and the terms rearranged to
 give∞∑
 n=0
 tn
 n!
 [cn+1(y) +
 (y − Yk)n + 1
 dcn+1(y)dy
 −(1
 2d2cn(y)
 dy2+ λ(y)cn(y)
 )]= −y − Yk
 t
 dc0(y)dy
 (2.67)
 from which it follows immediately that
 dc0(y)dy
 = 0 ,
 cn+1(y) +(y − Yk)(n + 1)
 dcn+1(y)dy
 =12
 d2cn(y)dy2
 + λ(y)cn(y) .
 (2.68)
 The first condition asserts that c0(y) is a constant function. In order to maintain the
 correct short time asymptotic expression for the transitional PDF of the process, this
 constant function must be taken to be c0(y) = 1. Furthermore, the requirement that
 ψ(y, t) be finite at y = Yk for all t > 0 forces the solution of the second condition to be
 cn+1(y) =n + 1
 (y − Yk)n+1
 ∫ y
 Yk
 (u− Yk)n(1
 2d2cn(u)
 du2+ λ(u)cn(u)
 )du n ≥ 0. (2.69)
 In conclusion, equation (2.69) in combination with c0(y) = 1 enables the coefficients
 c0(y), c1(y), · · · to be determined recursively. With the aid of numerical packages such
 as Mathematica or Maple the integral in equation (2.69) can be computed analytically
 and the process can proceed without error. However, if the solution to equation (2.69)
 is to be found by numerical means then this approach may be problematic since nu-
 merical error occurring in the computation of cn(y) generates further numerical error
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 in the computation of cn+1(y), that is, the system of equations may quickly become
 unstable. This appears to occur in the case of the CIR process with the onset of the
 instability being further hastened by the presence of the singularity in the modified
 drift specification µ.
 2.3.4 Simulated maximum likelihood
 The method of “simulated” maximum likelihood (SML) is developed independently5
 in Pedersen (1995) and Brandt and Santa-Clara (2002) with an alternative algorithm
 given in Hurn, Lindsay and Martin (2003). In each of the methods to be described,
 SML aims to obtain an estimate of f(x |Xk;θ) by simulation. A common feature
 in all the SML approaches is the use of a numerical scheme to advance the solution
 of the SDE from tk to tk+1 in m small steps of duration ∆t = (tk+1 − tk)/m. Let
 (Xk =)x∗k,0, x∗k,1, . . . , x∗k,m denote the sequence of states accessed by the solution in this
 integration procedure at the respective times (tk =)tk,0, tk,1, . . . , tk,m(= tk+1) where
 tk,q = tk + q∆t and q takes all integer values between q = 0 and q = m. Each
 sequence of states from (Xk, tk) to a final state (X, tk+1) is called a “path”. Figure
 2.2 illustrates a typical path starting at (Xk, tk) and passing through the unobserved
 states (x∗k,1, tk,1), (x∗k,2, tk,2), . . . , (x∗k,m−1, tk,m−1). The final state is either enforced to
 be (Xk+1, tk+1) or is left unrestricted, denoted (X, tk+1). As the relationship between
 state and time is clear from Figure 2.2, for ease of notation, time will be suppressed in
 the subsequent discussion of SML.
 Kernel estimate of transitional PDF The kernel estimation of the transitional
 PDF developed by Hurn et al. (2003) is the most direct implementation of SML. For
 ease of explanation it is expedient to start with this approach. A numerical scheme (for
 example Euler-Mayumara or Milstein) is used to simulate M paths of the SDE starting
 from Xk with the final state unrestricted. Each simulated value of the terminal state
 represents an independent draw from the transitional PDF. These simulated values can
 therefore be used to construct a nonparametric kernel density estimate of the value of
 5Although the paper by Pedersen appears to predate that by Brandt and Santa-Clara, the latter is
 essentially a revised version of the ideas developed in Santa-Clara (1995).
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 xXk = x∗k,0
 ox∗k,1
 ox∗k,2
 ox∗k,3
 ox∗k,m−1
 x Xk+1
 tk = tk,0 tk,1 tk,2 tk,3 tk,m−1 tk,m = tk+1
 Figure 2.2: A simulation path connecting the observed states Xk and Xk+1
 (denoted by X) via (m − 1) unobserved states x∗k,1, x∗k,2, . . . x
 ∗k,m−1 at the
 respective times tk,1, tk,2, . . . , tk,m−1 (denoted by O).
 the transitional density at Xk+1, namely,
 f(Xk+1 |Xk; θ) =1
 Mh
 M∑
 i=1
 K(Xk+1 −X
 (i)k+1
 h
 )(2.70)
 where K is a kernel function, X(i)k+1 is the i-th simulated value of X at time tk+1 and h
 is the kernel bandwidth6. Underlying this method is the idea that the solution of the
 Fokker-Planck equation at tk+1 is the limiting density that would be achieved by an
 infinite number of simulations of the SDE starting from Xk.
 Despite its intuitive appeal, this direct approach suffers from all the problems asso-
 ciated with estimating a density function from a finite data set. Most important of
 these are the problems of bandwidth selection and leakage of density into state space
 not accessible to the process. Although substantial progress on these problems has
 been made in the context of kernel methods for density estimation, all the proposed
 improvements add to what is already a computationally expensive procedure.
 Monte Carlo simulation of transitional PDF Pedersen’s (1995) method is sim-
 ilar to the kernel procedure just described but differs crucially from it in the respect
 that the transitional PDF is not estimated by a kernel procedure. Each simulated
 path of the SDE now terminates at the penultimate step, namely at tk,m−1. The last
 transition required to advance the process to Xk+1, is over a small interval ∆t and is
 6Hurn et al. (2003) use a Normal kernel with a bandwidth given by the normal reference rule (see
 Scott, 1992).
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 therefore well approximated7 by the Normal PDF with mean value and variance deter-
 mined by the penultimate state x∗k,m−1. The value of the transitional PDF to be used
 in the computation of likelihood, therefore, is the average value of the M estimates of
 the likelihood of the transition to Xk+1 from the penultimate state of the simulated
 paths. A desirable consequence of this procedure is that a nonparametric estimate of
 the transitional PDF is no longer required.
 Importance sampling approach The Pedersen (1995) approach can be nested
 within a family of importance sampling estimators of transitional density (Elerian,
 Chib and Shephard, 2001). For the purpose of explanation, it is convenient to simplify
 notation further and let x∗ = (xk,1, · · · , xk,m−1) denote the vector of unobserved states
 as the stochastic process X evolves from the state Xk to the state Xk+1. The value of
 the transitional PDF at Xk+1 satisfies the identity
 f(Xk+1 |Xk; θ) =∫
 f(Xk+1,x∗ |Xk; θ) dx∗ (2.71)
 where f(Xk+1,x∗ |Xk) is the joint probability density of the final state Xk+1 and all
 possible unobserved paths for the stochastic process evolving from Xk in accordance
 with the SDE (2.1). The identity (2.71) suggests that f(Xk+1 |Xk; θ) may be esti-
 mated by a Monte Carlo integration in which paths x∗ are chosen and the value of
 f(Xk+1 |Xk; θ) computed and then averaged over the paths to get an estimate of the
 transitional PDF.
 The central idea of importance sampling is to weight the selection of paths in favour
 of those that are thought to make the most significant contribution to the value of
 the integral on the right hand side of equation (2.71) whilst simultaneously correcting
 for the distortion introduced by the new probability measure. Let ψ(x∗ |Xk+1, Xk; θ)
 denote the PDF resulting from a user-supplied selection criterion for possible paths
 terminating at Xk+1. The identity (2.71) may now be rewritten in equivalent algebraic
 form
 f(Xk+1 |Xk; θ) =∫
 f(Xk+1,x∗ |Xk; θ)ψ(x∗ |Xk+1, Xk; θ)
 ψ(x∗ |Xk+1, Xk; θ) dx∗ . (2.72)
 Equation (2.72) now asserts that the transitional PDF f(Xk+1|Xk; θ) may be regarded
 as the expected value of the ratio f(Xk+1,x∗ |Xk; θ)/ψ(x∗ |Xk+1, Xk, θ) when calcu-7Recall that this approximation was also used by Jensen and Poulsen (2002) to initialise the tran-
 sitional PDF in the finite-difference algorithm.
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 lated over all paths generated using the importance sampling procedure. Once again
 the integral (2.72) is estimated by Monte Carlo integration. Specifically, if M paths
 are drawn using the importance sampler, then the transitional PDF is taken to be the
 mean value of the ratio f(Xk+1,x∗ |Xk; θ)/ψ(x∗ |Xk+1, Xk, θ).
 Intuitively, the numerator of this ratio is calculated for the path in accordance with the
 process underlying the SDE whereas the denominator is calculated for the same path
 but now for the process underlying the importance sampler. In practice, the numerator
 is computed as the product of likelihoods of the transitions from x∗k,q to x∗k,q+1 for
 q = 0 . . . m− 1, that is
 f(Xk+1,x∗ |Xk; θ) =m−1∏
 q=0
 f(x∗k,q+1 |x∗k,q)
 where it is understood that Xk = x∗k,0 and Xk+1 = x∗k,m. In this computation
 f(x∗k,q+1 |x∗k,q) is approximated by the traditional DML likelihood (see Subsection
 2.3.2).
 The denominator of the ratio is computed as the likelihood of the path as measured by
 its generating process. Of course, the form of the likelihood depends on the specification
 of the importance sampler. For example, the algorithm used by Pedersen (1995) may
 be regarded as the special case in which the importance sampler is the same scheme
 as that used to approximate the SDE. In this case, the likelihood of the path under
 both the SDE and the generating process are identical, so the ratio in equation (2.72)
 consequently collapses to f(Xk+1 |x∗k,m−1; θ).
 In general, a more judicious choice for ψ can improve the efficacy of the estimation
 procedure. Specifically, it is beneficial to generate paths which make use of the known
 terminal state Xk+1 of the path. The modified Brownian bridge proposed by Durham
 and Gallant (2002) is one such procedure. They suggest that the unobserved datums x∗
 can be generated in sequence starting with x∗k,1 and ending with x∗k,m−1. They propose
 that the unobserved datum x∗k,q should be generated from x∗k,q−1 and Xk+1 by making
 a draw from a normal distribution with mean and variance given respectively by
 (m− q)x∗k,q−1 + Xk+1
 (m− q + 1), g2(x∗k,q−1)
 ∆t (m− q)(m− q + 1)
 . (2.73)
 The motivation for the choice of the parameters in equation (2.73) starts with the
 identity
 p(x∗k,q |x∗k,q−1, Xk+1) =p(x∗k,q |x∗k,q−1) p(Xk+1 |x∗k,q)
 p(Xk+1 |x∗k,q−1)(2.74)
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 in which p(x∗k,q |x∗k,q−1, Xk+1) is the conditional distribution of x∗k,q given the current
 unobserved state x∗k,q−1 and the next observed state, namely Xk+1. Each PDF on the
 right hand side of equation (2.74) is approximated by a Normal PDF. The selections
 p(x∗k,q |x∗k,q−1) ∼ N(x∗k,q−1 + µ(x∗k,q−1)∆t , g2(x∗k,q−1)∆t
 ),
 p(Xk+1 |x∗k,q−1) ∼ N(x∗k,q−1 + µ(x∗k,q−1)(m− q + 1)∆t , g2(x∗k,q−1)(m− q + 1)∆t
 )
 (2.75)
 take their mean and variance from the usual Euler-Maruyama approximation of the
 solution to the SDE over the appropriate time intervals. The same logic would dictate
 that
 p(Xk+1 |x∗k,q) ∼ N(x∗k,q + µ(x∗k,q)(m− q)∆t , g2(x∗k,q)(m− q)∆t
 ).
 However the values of µ(x∗k,q) and g2(x∗k,q) are unknown, and so to resolve this im-
 passe, Durham and Gallant (2002) approximate these unknown values by µ(x∗k,q−1)
 and g2(x∗k,q−1) respectively. Consequently, the construction of p(x∗k,q |x∗k,q−1, Xk+1) is
 based on the assumption that
 p(Xk+1 |x∗k,q) ∼ N(x∗k,q + µ(x∗k,q−1)(m− q)∆t , g2(x∗k,q−1)(m− q)∆t
 ). (2.76)
 The Normal PDFs underlying each of the distributions in equations (2.75) and (2.76)
 are introduced into the conditional probability density defined in equation (2.74) and
 after some straightforward algebra, it becomes clear that
 p(x∗k,q |x∗k,q−1, Xk+1) ∼ N
 ((m− q)x∗k,q−1 + Xk+1
 (m− q + 1), g2(x∗k,q−1)
 ∆t (m− q)(m− q + 1)
 ). (2.77)
 The expression for E [x∗k,q ] proposed in equation (2.73) corresponds exactly to that
 which would be constructed by linear interpolation, through time, of the current state
 x∗k,q−1 and the final state Xk+1 and conforms with the intuitive idea that the generation
 procedure must progressively focus the unobserved path towards the next observed
 state. Although less obvious, the expression for the variance proposed in equation (2.73)
 likewise corresponds exactly to that which would be constructed by linear interpolation,
 through time, of the variance g2(x∗k,q−1) at the current state x∗k,q−1 and the variance
 (zero) at the final state Xk+1.
 Elerian et al. (2001) propose drawing the unobserved states from a multivariate normal
 distribution with mean values chosen to maximise the likelihood of a transition from Xk
 to Xk+1 under the Euler discretisation and covariance matrix given by the inverse of the
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 negative Hessian evaluated at the mean. The calculation of the mean of this distribution
 generally requires the use of a numerical optimisation routine. This technique will be
 described in more detail in the Markov Chain Monte Carlo approach in Subsection
 2.3.5.
 Each method discussed in this subsection requires the simulation of the SDE, but differs
 in how the information in the paths is used to construct the estimate of the transitional
 PDF and thus the simulated likelihood function. Although the direct method pro-
 posed by Hurn et al. (2003) has intuitive appeal and is easy to implement, the need
 to use kernel estimates of the transitional PDF compromises its accuracy. Durham
 and Gallant (2002) describe a comparative study of the performance of the Pedersen
 (1995), the modified Brownian bridge process and the procedure suggested by Elerian
 et al. (2001). They conclude that the importance sampler approach using the modified
 Brownian bridge outperforms the others. One final comment concerns the major draw-
 back of SML. If this method is to provide comparable accuracy to the other methods
 surveyed here, it is bound to be computationally very expensive.
 2.3.5 Markov Chain Monte Carlo
 Bayesian analysis of discretely observed SDEs has been studied independently by
 Elerian, Chib and Shephard (2001), Eraker (2001), Roberts and Stramer (2001) and
 Jones (1998). The Bayesian approach to estimating the parameters of SDEs involves
 iteration of the following two steps.
 1. Data augmentation Each transition in the data, say from tk to tk+1, is divided
 into m uniform intervals of size ∆t and the observed data is augmented by intro-
 ducing (m − 1) unobserved datums at the intermediate times tk,1, . . . tk,m−1. In
 total, N(m− 1) unobserved datums are constructed giving an augmented sample
 containing mN + 1 data points.
 2. Drawing parameters The likelihood of the augmented sample under traditional
 DML is treated as the joint distribution of the parameters θ of the SDE from
 which a new set of parameters are drawn.
 The iterations of these two steps are assumed to converge in the sense that, after a burn-
 in period, the likelihood function generated by the augmented sample will be insensitive
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 to any particular augmented data set and therefore each draw of parameters is now a
 draw from their true marginal distribution. The estimate of each parameter is then
 obtained as the sample mean of these repeated draws from the marginal distribution.
 Each step is now described in more detail following Elerian et al. (2001).
 Data augmentation Suppose that a parameter vector θ and an augmented sample
 are available, then the first task is to update the values for the unobserved data using
 the Metropolis-Hastings algorithm. Elerian et al. (2001) recommend updating the
 unobserved data between two observations in random sized blocks, where the number
 of unobserved datums in the block, say B, is drawn from a Poisson distribution with
 appropriately chosen mean. It is convenient to maintain the notation used in Figure
 2.2 in which the typical path starts at Xk, passes through the unobserved states x∗
 before being forced to the final state Xk+1. For ease of notation let Xk = x∗k,0 and
 Xk+1 = x∗k,m.
 Let x∗k,i, . . . , x∗k,i+B−1 be a typical block with lefthand neighbour x∗k,i−1 and righthand
 neighbour x∗k,i+B. Note that blocks must contain at least one unobserved datum to be
 updated and cannot straddle the observed data points. Elerian et al. (2001) suggest
 drawing possible new values for the unobserved block from a multivariate normal distri-
 bution8. They provide analytical expressions for the components of a Newton-Raphson
 iterative procedure that can be used to find the mean and covariance matrix of this
 multivariate normal. The mean maximises the likelihood of going from x∗k,i−1 to x∗k,i+B
 under the Euler discretisation, and the covariance matrix is given by the inverse of the
 negative Hessian evaluated at the mean. Note that, in practice, there is no guarantee
 that the negative Hessian matrix will be positive definite at the computed maximum.
 To fix this problem, a generalised Choleski decomposition is used in which the negative
 Hessian is factored as LDLT , where L is a lower triangle matrix and D is a diago-
 nal matrix. By replacing each nonzero entry of D by its absolute value, the negative
 Hessian is forced to be positive definite.
 Once the proposed replacement block x∗pk,i, . . . , x∗pk,i+B−1 is generated, the next step
 is to decide whether or not to replace the current block with this new block. The
 8Chib and Shephard (2001) suggest that it may be possible to use the modified Brownian bridge
 proposed by Durham and Gallant (2002), introduced in Section 2.3.4, as an alternative method for
 data augmentation. In my experience, this approach proved less satisfactory.
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 Metropolis-Hastings algorithm states that the current block should be replaced with
 probability
 P = min
 [f(x∗pk,i, . . . , x
 ∗pk,i+B−1 |x∗t,i−1, x
 ∗t,i+B; θ)ψ(x∗k,i, . . . , x
 ∗k,i+B−1 |x∗t,i−1, x
 ∗t,i+B;θ)
 f(x∗k,i, . . . , x∗k,i+B−1 |x∗t,i−1, x
 ∗t,i+B; θ)ψ(x∗pk,i, . . . , x
 ∗pk,i+B−1 |x∗t,i−1, x
 ∗t,i+B;θ)
 , 1
 ]
 (2.78)
 where
 f(x∗k,i, . . . , x∗k,i+B−1 |x∗t,i−1, x
 ∗t,i+B; θ) ∝
 i+B−1∏
 q=i−1
 N(x∗t,q + µ(x∗t,q)∆t, g2(x∗t,q)∆t)
 provides an estimate of the likelihood of the process arising from the Euler discreti-
 sation, and ψ(x∗pk,i, . . . , x∗pk,i+B−1 |x∗t,i−1, x
 ∗t,i+B; θ) provides the same estimate for the
 proposal generating density, in this case the multivariate normal as described previ-
 ously.
 Drawing parameters The next stage in the MCMC procedure involves drawing a
 new set of parameters, conditioned on the augmented sample. In the absence of an
 informed prior, the likelihood of the augmented sample is
 f(X∗, X|θ) =N−1∏
 k=0
 ( m−1∏
 q=0
 f(x∗k,q+1 |x∗k,q; θ))
 (2.79)
 and this is treated as a PDF from which the next set of parameters θ are to be drawn.
 For simple models, including SDEs commonly encountered in the finance literature,
 drawing new parameters can be straightforward. For more complex models, however,
 it may be difficult to draw from the marginal distribution of the parameters. In these
 cases it is necessary to use an accept-reject strategy to draw parameters from the
 marginal distribution (see Chib and Greenberg, 1995).
 One important class of SDE, which occurs frequently in finance, divides the parameters
 θ into two disjoint sets, namely, parameters θµ which control the drift function and a
 single volatility control parameter, say σ which scales the diffusion. In such models, the
 volatility control parameter conditioned on θµ, is inverse-Gamma distributed (Zellner,
 1971). Moreover, if the drift specification is itself a linear function of the parameters
 θµ, then the parameters of the drift function are multivariate student-t distributed.
 The CIR and OU processes only fall into this category if the definition of the drift
 function is modified to µ(x) = κ − αx, where κ = βα. A procedure for drawing from
 the marginal distributions of the parameters for these processes is outlined in Appendix
 C.
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 Initialisation The MCMC approach to estimating the parameters of SDEs is ini-
 tialised by selecting starting values for the parameter vector θ and constructing un-
 observed states by linear interpolation between the observed states. After the burn-in
 period, the effect of the initial conditions has decayed to the point beyond which the
 likelihood is insensitive to any particular realisation of the augmented sample.
 To conclude, by its very nature the MCMC method is computationally intensive. Not
 only do the augmented samples have to be generated by simulation, many samples are
 required to construct the distribution of the estimates of the model parameters. Fur-
 thermore, the generation of unobserved observations can be problematic and requires
 intervention by the user. A further drawback is that the parameter drawing procedure
 is problem specific, that is, the marginal distributions for the parameters are known
 in closed form only for a few common SDEs. Despite these drawbacks, MCMC shows
 good accuracy and extends naturally to multivariate models, including those with latent
 factors.
 2.4 Sample DNA matching
 The second broad class of estimators, highlighted in the right-hand column of Figure
 2.1, estimate parameters by aligning user-defined features of the model with those of
 the data. The most obvious features of the data to match are the moments although
 there is a variety of features proposed by estimators in this class. For this reason,
 the rather eclectic title of “sample DNA matching” has been chosen for this group of
 estimators.
 2.4.1 General method of moments
 The general method of moments (GMM) developed by Hansen (1982) has been applied
 to the estimation of the parameters of SDEs. The crux of this method is the specifi-
 cation of a number of moment conditions9 ψ1(X; θ), . . . , ψK (X; θ), so that at the true
 parameter values, θtrue, each moment condition satisfies
 E[ψj(Xk; θtrue)
 ]= 0 j = 1, . . . ,K. (2.80)
 9In order to identify the parameters, the number of moment conditions must be at least as large as
 the number of parameters to be estimated.
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 Let Ψ(X; θ) be the K ×N matrix of sample values of the functions evaluated at θ
 Ψ(X; θ) =
 ψ1(X1; θ) . . . ψ1(XN ; θ)...
 . . ....
 ψK (X1; θ) . . . ψK (XN , θ)
 (2.81)
 The GMM estimate of the parameter vector θ is obtained by minimising the objective
 function
 J(θ) = E [Ψ(X;θ)]TΩE [Ψ(X; θ)] (2.82)
 where Ω is a (K×K) positive definite weighting matrix yet to be determined. Note that
 E[Ψ(X; θ)] is a (K × 1) vector containing the expected value of the rows in Ψ(X;θ),
 that is, the vector contains the sample analogues of the moment conditions (2.80) for
 the current estimate of the parameter vector.
 Hansen (1982) shows that the optimal weighting matrix has the form
 Ω =[
 1N
 Ψ(X; θtrue)Ψ(X; θtrue)T]−1
 (2.83)
 which is guaranteed to be positive definite but is an infeasible choice in practice as
 θtrue is unknown. Hansen, Heaton and Yaron (1996) outline a variety of algorithms for
 constructing the weighting matrix. An iterative procedure is adopted here. An initial
 estimate of the parameters is obtained by minimising the objective function (2.82) with
 the identity matrix as the weighting matrix. These consistent estimates of the para-
 meters are then used to construct a new weighting matrix and the objective function
 is minimised with this parameter-dependent weighting matrix until convergence.
 As already noted, the central element of GMM is the specification of the moment
 conditions. In the estimation of the parameters of SDEs, moment conditions have been
 obtained by a number of different routes. Chan, Karolyi, Longstaff, and Sanders (1992)
 derive a set of approximate moment conditions from a first order Euler-Maruyama
 discretisation of the SDE. As noted in Subsection 2.3.2, this discretisation implies that
 Xk+1 ∼ N(Xk + µ(Xk;θ)∆ , g2(Xk; θ)∆). Accordingly, the two moment conditions
 ψ1(X; θ) : E[Xk+1 −Xk −∆µ(Xk;θ)
 ]= 0 ,
 ψ2(X; θ) : E[(Xk+1 −Xk −∆µ(Xk;θ))2 −∆g2(Xk; θ)
 ]= 0
 (2.84)
 follow directly from the Euler-Maruyama discretisation of the SDE. These primitive
 moment conditions may be used to generate any number of further conditions using
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 the generating relationships
 ψ2j+1(X; θ) = ψ1(X;θ)Xj ψ2j+2(X; θ) = ψ2(X; θ)Xj j = 1, 2 . . . .
 For example, the next pair of moment conditions are
 ψ3(X;θ) : E[ (
 Xk+1 −Xk −∆µ(Xk; θ))Xk
 ]= 0 ,
 ψ4(X;θ) : E[ (
 (Xk+1 −Xk −∆µ(Xk; θ))2 −∆g2(Xk;θ))Xk
 ]= 0 .
 (2.85)
 Another way to generate moment conditions for estimating the parameters of SDEs is
 suggested by Hansen and Scheinkman (1995) who advocate the use of the infinitesi-
 mal operator to characterise continuous-time Markov processes. This approach is not
 discussed here, mainly because it is difficult to provide moment conditions to estimate
 the parameters of the diffusion function by this route. Moment conditions have also
 been generated using simulated moments, which are calculated as expected values of
 moments across a large number of simulations of the stochastic process. This approach,
 referred to as the simulated method of moments (SMM), was developed by Duffie and
 Singleton (1993) and is similar in spirit to indirect estimation, which is discussed in
 detail in the following subsection.
 Like DML, the major advantages of GMM are its ease of implementation, speed and
 the fact that it does not impose any restrictions on the nature of the drift and diffusion
 functions of the SDE. Similarly, its accuracy is hindered by discretisation bias at least
 for the method outlined here where discrete moments conditions are used.
 2.4.2 Indirect estimation
 The class of indirect estimators developed in Gourieroux, Monfort and Renault (1993)
 and Gallant and Tauchen (1996) are offshoots of SMM. In this approach, parameters
 of the SDE are not estimated directly from the (usually intractable) likelihood denoted
 in equation (2.2), but indirectly through another model. The efficacy of the indirect
 estimation technique therefore depends critically on finding an auxiliary model which
 is easy to estimate by ML, but which also provides a suitable approximation to the
 true likelihood function.
 As usual, let θ denote the parameter vector of the SDE to be fitted to the sample data.
 Now define an auxiliary model with independent parameters ξ which can be estimated
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 easily by ML. The objective of the indirect estimation algorithm is to extract informa-
 tion about θ indirectly through the ML estimates of ξ. The crux of the procedure is
 to recognise that the auxiliary model is misspecified, and, therefore, the ML estimates
 of ξ, say ξ∗, are linked to the true parameters of the SDE by the so-called binding
 function
 ξ∗ = φ(θtrue) ,
 where the dimension of ξ must be at least that of θ for identification purposes. If the
 dimensions of θ and ξ are identical then the binding function is invertible and θ can
 be estimated indirectly by
 θtrue = φ−1(ξ) .
 In practice, the binding function may be recovered by simulation. Observations are
 simulated from the SDE for given θ, say θ, and then used to find the corresponding es-
 timate for ξ, say ξ. In effect, a realisation of the binding function has been constructed.
 In general terms the indirect estimation procedure proceeds as follows. Auxiliary para-
 meters are obtained from the auxiliary model by minimising its negative log-likelihood
 to obtain
 ξ∗ = Argminξ
 (−
 N−1∑
 k=0
 log f (aux)(Xk+1 |Xk; ξ))
 (2.86)
 where f (aux)(Xk+1 |Xk; ξ) is the transitional PDF of the auxiliary model. As already
 noted, it is essential that these ML estimates are easy to compute. For a given θ, the
 SDE is simulated to obtain M samples X(1)t (θ), . . . X
 (M)t (θ). There are now two ways
 to use the information provided by these simulations in order to extract the form of
 the binding function.
 The procedure proposed by Gourieroux et al. (1993) (GMR) proceeds as follows. For
 each simulated data set, the auxiliary model is re-estimated to provide M estimates
 ξ(1)
 (θ), ξ(2)
 (θ), · · · ξ(M)(θ) of the parameters of the auxiliary model. The Gourieroux
 et al. (1993) indirect estimator θGMR is defined by
 θGMR = Argminθ
 (ξ∗ − 1
 M
 M∑
 i=1
 ξ(i)
 (θ))T
 Ω(ξ∗ − 1
 M
 M∑
 i=1
 ξ(i)
 (θ))
 (2.87)
 where Ω is a positive-definite weighting matrix.
 Gallant and Tauchen (1996) (GT) suggest another indirect estimator, commonly known
 as the efficient method of moments (EMM). Let G be the matrix of scores of the
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 auxiliary model where the k-th column of G is the vector
 ∂ log f (aux)(Xk+1|Xk; ξ∗)∂ξ
 .
 With this notation in place, the EMM estimator, θGT, is defined by
 θGT = Argminθ
 ( 1M
 M∑
 i=1
 E [G(i)(θ)])T
 Ω( 1
 M
 M∑
 i=1
 E [G(i)(θ)])
 , (2.88)
 where E [G(i)(θ)] is a vector with the same dimension as ξ containing the expected
 value of the rows of G(i). Essentially G(i) is the analogue of G constructed from the
 i-th simulated sample instead of the observed data.
 In both these estimators, the positive-definite weighting matrix Ω may be set equal
 to the inverse of the outer product estimate of the Hessian matrix of the auxiliary
 log-likelihood function. Specifically, the weighting matrix has the following form
 Ω =[
 1N
 GGT
 ]−1
 .
 Note that for the models used in this chapter, analytical expressions for the Hessian
 are available.
 For the CIR and OU processes, the natural choice of auxiliary model is the Euler-
 Maruyama discretisations of the SDE, namely
 (CIR) Xk+1 −Xk = α∗(θ∗ −Xk)∆ + σ∗√
 Xk εk ,
 (OU) Xk+1 −Xk = α∗(θ∗ −Xk)∆ + σ∗ εk ,
 (2.89)
 with εk ∼ IIN (0,∆). The analytical solutions to the ML problem for the parameters
 of these models are given in Appendix B.
 The GMR approach needs M estimations of the auxiliary model (one for each simulated
 sample) for each value of θ in the minimisation procedure required by equation (2.87).
 Of course, this is not an arduous requirement if estimation of the auxiliary model is
 easy, that is, closed form solutions are available for estimating ξ. In general, however,
 the EMM variant of indirect estimation is to be preferred because, being a simulation
 method, the core procedure is already computationally quite expensive even without
 the added burden of repeated optimisation. The fundamental performance issue in
 either approach depends critically on the auxiliary model. If a natural auxiliary model
 is available then indirect estimation works well even in relatively small samples. When
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 no natural auxiliary model is available, for example, as occurs in the CIR process with
 the levels-effect parameter not constrained to be 1/2, the performance deteriorates
 significantly (see Hurn et al., 2003).
 2.4.3 Characteristic function approaches
 Singleton (2001), Jiang and Knight (2002), and Chacko and Viciera (2003) have re-
 visited the idea of utilising the Fokker-Planck equation in a procedure to estimate
 the parameters of SDEs. However, rather than solving for the transitional PDF they
 solve for the characteristic function (see Appendix A). Once the characteristic function
 has been obtained, it is possible to use the inverse transform to obtain the unknown
 transitional PDF.
 When the characteristic function, f(ω, t), is the Fourier transform (as is the case for
 the OU process), the transitional PDF is recovered from
 f(x, t) =12π
 ∫ ∞
 −∞f(ω, t) eiωx dω (2.90)
 by numerical integration. The procedure is not straightforward since the kernel of the
 integrand is oscillatory, to mention but one of the difficulties. The usual way to estimate
 f(x, t) is by means of Filon’s method. On the other hand, when the characteristic
 function is the Laplace transform (as is the case for the CIR process), the transitional
 PDF can be obtained by means of Mellin’s formula
 f(x, t) =1
 2πi
 ∫ c+i∞
 c−i∞f(p, t) ep x dp , c > b , (2.91)
 where b is defined by the requirement that | f(x, t) | < Aebx for all x > 0. When
 it becomes necessary to evaluate f(x, t) by Mellin’s formula, the procedure will usu-
 ally involve the method of Residue Calculus often in the presence of a slit plane to
 accommodate the fact that the integrand is not single valued.
 For the affine10 class of SDEs, it is possible to obtain the characteristic function in closed
 form as an exponential of an affine function (see Duffie and Kan, 1996). Although the
 affine class contains a number of popular SDEs in finance (including the CIR and
 OU processes) it is a rather limited subset of the SDEs of interest. For non-affine
 SDEs the characteristic function must be approximated. A more promising offshoot
 10Affine SDEs have drift and diffusion functions that are linear in the state variable X.
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 of this literature, therefore, has been the development of a procedure to estimate the
 parameters of SDEs in a method of moments framework that does not require the
 use of the inverse transform. It is for this reason that the characteristic function
 method appears in the sample DNA matching section and not the section dealing with
 likelihood-based methods. There are two ways to generate moments.
 Temporal moments The j-th moment of the Laplace and Fourier characteristic
 functions can be expressed respectively as
 (Laplace) (−1)j dj f(p, tk+1)dpj
 ∣∣∣p=0
 =∫ ∞
 0xjf(x, tk+1) dx
 (Fourier) ijdj f(ω, tk+1)
 dωj
 ∣∣∣ω=0
 =∫ ∞
 −∞xjf(x, tk+1) dx .
 (2.92)
 For example, taking j = 1 and j = 2 for the Laplace transform gives the moment
 conditions
 E[(−1)
 df(p, tk+1)dp
 ∣∣∣p=0
 −Xk+1
 ]= 0 E
 [(−1)2
 d2f(p, tk+1)dp2
 ∣∣∣p=0
 −X2k+1
 ]= 0
 (2.93)
 respectively, provided that these derivatives can be evaluated analytically.
 Spectral moments The central idea here is that the expected value of the char-
 acteristic function at time tk+1 is known. If the characteristic function is a Laplace
 transform then
 E [ f(p, tk+1) ] =∫ ∞
 0e−pxf(x, tk+1) dx =
 ∫ ∞
 0e−px δ(x−Xk+1) dx = e−pXk+1 (2.94)
 whereas if the characteristic function is a Fourier transform then
 E [ f(ω, tk+1) ] =∫ ∞
 −∞e−iωxf(x, tk+1) dx =
 ∫ ∞
 −∞e−iωx δ(x−Xk+1) dx = e−iωXk+1 .
 (2.95)
 Moment conditions can therefore be obtained by matching the expected value of the
 characteristic function with e−pXk+1 as in equation (2.94) at various (arbitrary) choices
 of p for the Laplace transform, and by matching the real and imaginary parts of the ex-
 pected value of the characteristic function with the real and imaginary parts of e−iωXk+1
 as in equation (2.95) at various (arbitrary) choices of ω for the Fourier transform. Fur-
 ther moment conditions can be generated by taking products of these primitive moment
 conditions with powers of Xk.
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 The characteristic function procedure implemented in the Monte Carlo experiments of
 Section 2.5 is based on spectral moment conditions. The expressions for the character-
 istic functions of the CIR and OU processes given in equations (1.5) and (1.9) (which
 are derived in Appendix A) are now used to establish the moment conditions used in
 these experiments.
 CIR process The primitive moment condition used in the estimation of the para-
 meters of the CIR SDE is given by
 E[c ν+1 e−u (p + c)−ν−1 exp
 [ cu
 p + c
 ]− exp [−pXk+1]
 ]= 0 (2.96)
 where c, v, u and ν are as defined in the discussion following equation (1.5). Each
 choice of p provides only one moment condition as this condition is real valued. Further
 moment conditions are obtained by taking products of the primitive moment condition
 with powers of Xk.
 OU process The primitive moment condition for the OU process is
 E[
 exp[− iω
 (Xk + (β −Xk)(1− e−α∆
 )− ω2σ2
 4α
 (1− e−2α∆
 )] − exp [−iωXk+1]]
 = 0
 (2.97)
 where ∆ = tk+1 − tk. In theory an infinite number of moment conditions are available
 by (arbitrary) choice of values for ω. Note also, that each choice of ω provides two
 moment conditions as the real and complex parts of the two components of expression
 (2.97) are matched separately. Further moment conditions are generated by multiplying
 the primitive moment condition with powers of Xk.
 Once the moment conditions have been chosen, either by choice of p or ω, or by choice of
 j (if temporal moments are used), parameter estimation then proceeds in an identical
 way to GMM. Note that when using the spectral moment approach, some care is
 needed in the choice for the values of p or ω at which the moment conditions are
 generated. Injudicious choices can lead to matrices that are poorly conditioned and
 therefore difficult to invert when it becomes necessary to construct the weighting matrix
 in the GMM procedure (Singleton, 2001).
 Although this method of estimating the parameters of SDEs is analytically appealing,
 it does suffer from the major drawback that its applicability is largely limited to the
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 class of SDEs with affine drift and diffusion functions. This is because it is possible to
 generate exact closed-form expressions for the characteristic function for this class of
 model. If the drift and diffusion functions are not intrinsically linear functions of state,
 then they must be approximated by linear functions.
 2.4.4 Estimating function approaches
 Like the characteristic function approach to estimating the parameters of SDEs, the
 estimating function method could easily be classified as a likelihood-based procedure.
 Ultimately the decision to classify it as a DNA matching method is driven by the
 recognition that, at its heart, the estimating function approach comprises a set of
 conditions that could be regarded as moment conditions and implemented within the
 GMM framework.
 Kessler and Sørensen (1999) recognise that moment conditions may be obtained from
 the eigenfunctions of the infinitesimal generator of the process. Recall from Subsection
 2.2.2 thatdE [ φ ]
 dt= E [Aθφ ] (2.98)
 where φ(x) is a suitably differentiable function of state and Aθ is the usual infinitesimal
 operator. Suppose now that φ is an eigenfunction of the infinitesimal generator Aθ with
 eigenvalue λ, then
 Aθ φ = λφ . (2.99)
 In this instance equation (2.98) becomes
 dE [ φ ]dt
 = λE [ φ ] (2.100)
 with solution
 E [ φ ](tk+1) = eλ(tk+1−tk) φ(Xk) . (2.101)
 Given J eigenfunctions φ1, . . . , φJ with associated distinct eigenvalues λ1, . . . , λJ , mo-
 ment conditions may be generated from the primitive moment generating expression
 E[φj(X)− eλj(tk+1−tk) φj(Xk)
 ]=
 [φj(Xk+1)− eλj(tk+1−tk) φj(Xk)
 ]= 0. (2.102)
 Before demonstrating how these moment conditions are used in an estimating func-
 tion approach, it is necessary to outline the basic ideas behind the general estimating
 function method.
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 An estimating function is defined to be a function of the model parameters with the
 property that the optimal parameters are returned when this function takes the value
 zero. The most familiar estimating function is the score function, the zeros of which
 are the ML estimates of the model parameters. For estimating the parameters of SDEs,
 however, the likelihood function is generally intractable and the score function is not
 available.
 Bibby and Sørensen (1995) consider the score function arising from DML, but correct
 for the discretisation bias by subtracting a compensator that depends on the conditional
 moments of the process. The resulting estimating function is
 GBS =N−1∑
 k=0
 [Xk+1 − E [Xk+1 |Xk;θ ]
 ]
 V (Xk; θ)∂E [Xk+1 |Xk; θ ]
 ∂θ(2.103)
 where, as usual, θ is the parameter vector, E [Xk+1 |Xk; θ ] is the conditional mean
 of the process and V (Xk;θ) = E[(
 Xk+1 − E [Xk+1 |Xk; θ ])2 |Xk; θ
 ]is its conditional
 variance. Bibby and Sørensen (1995) show that the resulting parameter estimates are
 asymptotically consistent (but not unbiased) and are normally distributed. Of course,
 one drawback of this approach is that analytical expressions for the conditional moments
 are not usually known. Bibby and Sørensen (1995) suggest that these moments can
 be well approximated by simulation, but this is a time consuming process, particularly
 when calculating partial derivatives with respect to the parameters θ.
 Kessler and Sørensen (1999) have further developed the procedure of Bibby and Sørensen
 by recognising that equation (2.99) can be reformulated as a Sturm-Liouville eigenvalue
 problem. Sturm-Liouville theory asserts that continuous functions ψ(x) lying within
 the function space defined by the Sturm operator can be approximated to arbitrary
 accuracy by linear combination of the eigenfunctions of Aθ, that is,
 ψ(x) ≈J∑
 j=1
 ajφj(x)
 The estimating function method then naturally leads to the conclusion that the eigen-
 functions of the infinitesimal generator may be used as a basis for approximating the
 scores. For a particular transition, let Si be the i-th component of the vector of scores,
 that is
 Si =∂ log f(x, tk+1 |Xk; θ)
 ∂θi.
 The approximation is achieved on a transition-by-transition basis, with the optimal
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 coefficients for a particular transition being obtained by minimising
 Φ(i)k =
 ∫ (Si −
 J∑
 j=1
 a(i)j
 [φj(x)− eλj(tk+1−tk) φj(Xk)
 ])2f(x, tk+1 |Xk; θ) dx (2.104)
 with respect to the coefficients a(i)j . The function Φ(i)
 k may be interpreted as the ex-
 pected value of the squared difference between the score for parameter θi and the
 estimating function. The optimal values of a(i)j are obtained by setting to zero the
 partial derivative of Φ(i)k with respect to a
 (i)j for each integer j = 1, 2, · · · , J . This
 procedure leads to the first-order conditions
 ∫ J∑
 p=1
 a(i)p
 [φp(x)− eλp(tk+1−tk) φp(Xk)
 ] [φj(x)− eλj(tk+1−tk) φj(Xk)
 ]f(x, tk+1 |Xk; θ) dx
 =∫
 ∂f(x, tk+1 |Xk; θ)∂θi
 [φj(x)− eλj(tk+1−tk) φj(Xk)
 ]dx
 (2.105)
 which has matrix representation A(i) a(i) = b(i) where
 A(i)pj =
 ∫ [φp(x)− eλp(tk+1−tk) φp(Xk)
 ] [φj(x)− eλj(tk+1−tk) φj(Xk)
 ]f(x, tk+1 |Xk;θ) dx ,
 b(i)j =
 ∫∂f(x, tk+1 |Xk; θ)
 ∂θi
 [φj(x)− eλj(tk+1−tk) φj(Xk)
 ]dx .
 (2.106)
 By observing that
 bj +∫
 ∂
 ∂θi
 [φj(x)− eλj(tk+1−tk) φj(Xk)
 ]f(x, tk+1 |Xk; θ) dx
 =∂
 ∂θi
 ∫ [φj(x)− eλj(tk+1−tk) φj(Xk)
 ]f(x, tk+1 |Xk; θ) dx
 =∂
 ∂θi
 (E [ φj ](tk+1)− eλj(tk+1−tk) φj(Xk)
 )= 0 ,
 it follows that bj can be further simplified to
 bj = −∫
 ∂
 ∂θi
 [φj(x)− eλj(tk+1−tk) φj(Xk)
 ]f(x, tk+1 |Xk; θ) dx. (2.107)
 Solution of this linear system for each transition yields the optimal coefficient values
 a(i)j (Xk). Once these optimal coefficients have been obtained, Kessler and Sørensen
 (1999) construct the approximation to the score as
 G(i)KS =
 N−1∑
 k=0
 J∑
 j=1
 a(i)j (Xk)
 [φj(Xk+1)− eλj(tk+1−tk) φj(Xk)
 ]. (2.108)
 The estimates of the model parameters θ are now found by solving simultaneously the
 equations G(i)KS = 0 for each value of i. This is done using a Newton-Raphson scheme
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 with a Jacobian matrix calculated by numerical differentiation. In order for this scheme
 to converge, it is imperative that the initial values for the parameters are reasonably
 accurate. In practice this would mean that the parameters of the SDE would first be
 estimated by (for example) traditional DML in order to obtain a good starting estimate
 for the optimal value of θ.
 With regard to the practical implementation of the estimating function method, signif-
 icant simplifications are possible when the eigenfunctions φj(x) (j ≥ 1) are polynomials
 of degree j, that is,
 φj(x) =j∑
 p=0
 c(j)p (θ)xp (2.109)
 where c(j)p (θ) are known coefficients. Some common SDEs fall into this category in-
 cluding those describing the CIR and OU processes. When the eigenfunctions are poly-
 nomials, the computation of expressions (2.106) and (2.107) is equivalent to computing
 the moments∫
 xpf(x, tk+1 |Xk; θ) dx for 1 ≤ p ≤ 2J . Kessler and Sørensen (1999)
 show that these moments can be computed from expression (2.101) by constructing
 and then solving the system of linear equations
 eλj(tk+1−tk)φj(Xk) =j∑
 p=0
 c(j)p
 ∫xpf(x, tk+1 |Xk;θ) dx j = 1, . . . , 2J . (2.110)
 Alternatively, if a closed form expression for the characteristic function exists, the
 moments can be obtained by the procedure described in equations (2.92). If the eigen-
 functions are not polynomials the evaluation of the integrals in (2.106) and (2.107)
 usually requires the process to be simulated, which is again a time consuming exercise.
 CIR and OU processes Appendix D demonstrates that the eigenfunctions for the
 CIR process are generalised Laguerre polynomials with argument 2α x/σ2 and for the
 OU process are Hermite polynomials with argument√
 α(x−β)/σ. The coefficients c(j)p
 of the generalised Laguerre polynomials may be determined by setting c(j)0 = 1 and
 then using the iterative scheme
 c(j)p+1 =
 2α(j − p)σ2(p + 1)(p + 1 + ν)
 c(j)p , ν =
 2αβ
 σ2− 1 , (2.111)
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 to determine the remaining coefficients. It can be shown that the first and second
 eigenfunctions for the CIR and OU processes are respectively
 (CIR) φ1(x) =2√
 α(β − x)σ
 , φ2(x) =4α(β − x)2
 σ2− 2 ,
 (OU) φ1(x) = 1 +2αx
 βσ2, φ2(x) = 1 +
 αx
 βσ2+
 4α3x2
 σ4(σ2 + 2αβ).
 Two other types of estimating functions have been introduced in the literature. Sørensen
 (2000) considers prediction based estimating functions which involve approximating
 conditional moments with expressions based on unconditional moments. By contrast,
 Kessler (2000) suggests that the moment conditions derived in Hansen and Schienkman
 (1995) (see Section 2.4.1) can be used to construct the simple estimating function
 GK(θ) =N−1∑
 k=0
 Aθ φ(Xk) (2.112)
 for a suitable choice of test functions φ. Parameter estimates are obtained by solving
 for the values of θ that set each equation in the system of equations (2.112) to zero.
 However, this approach is not particularly useful in practice. For example, in the cases
 of the CIR and OU processes, irrespective of the choices of φ it will not be possible to
 identify both the α and σ parameters simultaneously.
 The EF approach is a complex procedure and to be viable it requires that closed-
 form expressions be available for the eigenfunctions. In practice this means that the
 associated Sturm-Lioville eigenvalue problem must have a known closed-form expression
 for the solution. For this solution to be a polynomial, as in the CIR and OU processes,
 the drift and diffusion functions of the SDE will most likely need to be polynomials
 and, in particular, affine functions of state. If the eigenfunctions are not polynomials
 the complexity of this method is likely to be severe and will involve simulation. It is
 clear, therefore, that this method is particularly problem specific.
 2.4.5 Matching marginal density
 Aıt-Sahalia (1996b) develops an approach to estimating θ based on matching the mar-
 ginal density of the SDE with a kernel density estimate of the marginal density con-
 structed from the data. Under this approach the optimal parameters are given by
 θ = Argminθ
 1N
 N−1∑
 k=0
 (π(Xk; θ)− π0(Xk)
 )2 (2.113)
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 where π(x; θ) is the marginal density of the SDE and π0(x) is the kernel density esti-
 mated from the data.
 The major disadvantage of this approach is that time-series data tends to be highly
 correlated whereas the kernel procedure presupposes that the data are independent and
 identically distributed observations of the process. For example, Pritsker (1998) demon-
 strates that the informational content of the sample for which Aıt-Sahalia (1996b) pro-
 posed this approach is small, and therefore a kernel estimate of the marginal density is
 likely to be inaccurate. This estimation approach is not pursued further in the light of
 this recognition. Similarly, another approach suggested by Aıt-Sahalia (1996a) based
 on the transitional density that also requires a kernel estimate of the marginal density
 is not discussed.
 2.5 Simulation experiments
 In this section the estimators discussed previously are used to estimate the parameters
 of the CIR and OU processes. In comparing the different algorithms particular attention
 will be given to the following criteria.
 1. Implementation This refers to the ease with the estimation procedure can be
 used in practice. This includes whether or not the procedure requires specific
 forms for the drift and diffusion functions to be implemented easily.
 2. Accuracy The accuracy of the method is judged by comparing the parameter
 estimates with the known values used in the simulations and with reference to
 EML, the benchmark method.
 3. Speed There are large variations in the time required to estimate parameters by
 the various methods. The speed will be judged in terms of the the average time
 taken to obtain estimates in repeated experiments.
 Of course, it is not possible to provide a totally objective comparison. Two specific
 cases spring to mind. In the first instance, it is difficult to choose models that are
 neutral to all the procedures. For example, the two SDEs chosen as the benchmark
 models involve linear specifications of the drift and diffusion, which in turn favour
 methods that can take advantage of this property (the MCMC, characteristic function
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 and estimating function methods) relative to more generic methods (such as the finite-
 difference procedure). The second case in point is the natural conflict between accuracy
 and speed that characterises many of these methods, a trade-off that is influenced by
 a range of subjective decisions made by the researcher. For example, the choice of the
 level of discretisation of the state space and time in the finite-difference procedure, the
 number of moments in a GMM approach, the number of simulation paths in a simulation
 method, the number of eigenfunctions used in an estimating function method, to name
 but a few. As a guiding principle, these subjective choices over the operating regimen
 of the estimating procedure were made with the overarching objective of achieving
 reasonable accuracy in a sensible timeframe.
 2.5.1 Experimental design
 The estimation algorithms are compared by generating 2000 samples of 500 observations
 from the CIR model
 dX = α(β −X) dt + σ√
 X dw
 with true parameters α = 0.20, β = 0.08 and σ = 0.10, and from the OU process
 dX = α(β −X) dt + σ dW
 with α = 0.20, β = 0.08 and σ = 0.03. The synthetic samples are generated using the
 Milstein scheme with each time interval between observations ∆ = 1/12 (representing
 monthly data) broken into 1000 steps to ensure that the observed data are accurate
 realisations of the process. The estimation procedures used in the comparison and the
 choices made in their implementation are now summarised11.
 1. Likelihood-based procedures
 (a) EML The benchmark method, EML, involves no subjective decisions.
 (b) PDE The method of finite differences requires the specification of the units
 of discretisation of state space (∆x = 0.001) and time (∆t = 1/120). This is
 a somewhat coarse discretisation of time but it is sufficient to obtain reason-
 able accuracy for the processes being considered. The discretisation of state
 11The notation used in each case should be interpreted in the context of the subsection in which the
 details of the procedure is discussed.
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 space needs to be fine enough that the initial density for each transition is
 adequately resolved. The initial density used here is the Normal approxima-
 tion suggested by Jensen and Poulsen (2002) which becomes more diffuse as
 ∆t increases. Therefore, the relatively course discretisation of time permits
 a similarly coarse discretisation of state space.
 (c) DML Both traditional DML, based on the Euler discretisation, and the local
 linearisation approach (DML-SO) of Shoji and Ozaki (1998) are employed.
 In order to use the local linearisation method for the CIR process, the SDE
 is first converted to a unit diffusion by the transformation in equation (2.37).
 (d) SML Three SML procedures are used
 • SML-KD The kernel density approach of Hurn et al. (2003) is im-
 plemented with time discretisation ∆t = 1/120. The kernel density
 approach generally requires a large number of simulations to deliver
 satisfactory accuracy and therefore M = 200 simulated paths are used.
 • SML-IS-EUL The importance sampling approach of Elerian et al.
 (2001) is implemented with sub-transition densities obtained from the
 Euler scheme, time discretisation ∆t = 1/120 and M = 100 simulation
 paths. The simulated time paths between observations are generated
 from the modified Brownian bridge developed by Durham and Gallant
 (2002).
 • SML-IS-SO The importance sampling approach of Elerian et al. (2001)
 is implemented with identical specification to SML-IS-EUL but with
 sub-transition densities obtained by local linearisation.
 (e) HPE Two HPE procedures are used
 • FHPE In the finite HPE approach proposed by Aıt-Sahalia (2002),
 seven polynomial terms are included in the Hermite expansion so that
 all the expressions for the coefficients of the expansion derived by Aıt-
 Sahalia are used.
 • IHPE In the infinite HPE approach proposed by Aıt-Sahalia (2002),
 contributing terms up to order three in ∆ are included in the power
 series expansion.
 (f) MCMC The MCMC approach involves setting the unit of temporal dis-
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 cretisation (∆t = 1/60) and deciding on the number of iterations of the
 procedure to be done. Here 2500 parameter draws are made and the first
 500 are discarded when calculating the final parameter estimates. Simu-
 lated realisations of the process are generated from the Elerian et al. (2001)
 proposal density.
 2. Sample DNA matching procedures
 (a) GMM GMM is implemented using the discrete moments proposed by Chan
 et al. (1992) described in equations (2.84) and (2.85).
 (b) CF Spectral moment conditions are generated from equations (2.97) and
 (2.96) by choosing two arbitrary frequencies (p = 1, 5 or ω = 1, 5). The
 first moment of the basic conditions is also used, to give a total of four
 conditions for the CIR process and eight conditions for the OU process.
 The OU process has twice as many conditions because at any frequency two
 conditions arise from matching the real and complex components, whereas
 for the CIR process there are only real components to match.
 (c) IE In the class of indirect estimators, the efficient method of moments
 (EMM) is chosen as the variant to implement. It requires the selection
 of a discretisation of time (∆t = 1/120) and the number of simulation paths
 (M = 100). Note that closed-form expressions given in Appendix B are used
 to compute the local scores.
 (d) EF The final estimator used is the eigenfunction approximation to the score
 suggested by Kessler and Sørensen (1999). Two eigenfunctions, polynomials
 of degree one and two, are used in the EF approach. DML estimates are
 used to initialise the Newton-Raphson scheme.
 2.5.2 Estimation results
 The results of the comparative study are reported in Tables 2.1 and 2.2. The bias and
 root mean square error (RMSE) of the estimates of the parameters of the CIR and OU
 processes over 2000 samples are presented together with the average computational time
 per parameter estimation. To avoid problems of ensuring similar levels of numerical
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 efficiency across different methods12 all the computer code to implement the various
 methods was written in C and compiled with the Intel C++ Compiler, version 9.0. The
 simulation experiments were all run on a Pentium(R)4 2.80GHz desktop computer
 with 0.5Gb of RAM. Prior to discussing the results reported in Tables 2.1 and 2.2 in
 detail, some general comments on the first criterion for comparison, namely ease of
 implementation, are given.
 Implementation The difficulties in implementation may be classified as conceptual
 and/or technical. EML, conventional DML and GMM are relatively straightforward
 to implement. DML with local linearisation, PDE, all the SML methods and IE are
 moderately difficult to implement. In my experience the most difficult algorithms to
 implement are MCMC, CF and EF and attention is focused on these methods in the
 following discussion.
 To take MCMC first, the most important drawback is its problem-specific nature,
 particularly in regard to parameter drawings. When the model is linear, the drawing
 procedure is tractable, but when the problem is nonlinear, the parameters may need to
 be drawn from an incomplete density or the procedure may need to use an accept-reject
 strategy. For example, the drift specification α(β − x) cannot be estimated because
 the likelihood function is incomplete. Instead the drift is rewritten as κ − αx where
 κ = αβ and so β is calculated indirectly. A second difficulty with MCMC relates to the
 drawing of the unobserved states between observations by means of a high-dimensional
 optimisation. In any application of this method there is a significant probability that
 at some stage in drawing the unobserved states, the negative Hessian at the chosen
 parameter values will not be positive-definite. There is a practical fix to remedy this
 difficulty but it is one further level of complexity to be overcome in implementing the
 procedure successfully.
 The CF approach suffers from the need to specify a characteristic function which in
 practice means that the drift and diffusion functions have to be linear functions of
 state. Both the CIR and OU processes satisfy this condition but other specifications
 will require the drift and diffusion functions to be approximated by linear specifications.
 The CF procedure will then need to be implemented on these approximate forms.
 12Computational comparisons in programs such as Gauss, Matlab and Ox may be distorted by
 differing levels of vectorisation.

Page 74
                        

60 CHAPTER 2. EXISTING ESTIMATORS
 Furthermore, the choice of frequency on which to base the spectral moments may be
 critical to the accuracy of the procedure.
 The EF approach is a complex procedure and is only viable for the processes discussed
 here for two reasons. First, the eigenfunctions for these models are well-known polyno-
 mials which allow the optimal coefficients of the expansion of the score function to be
 computed from the moments of the process. Second, because the processes are linear,
 the characteristic function exists and the moments can be computed directly.
 From the perspective of implementation, the HPE methods are curious; they are either
 very simple or very difficult. The FHPE procedure is straightforward to implement
 provided that the coefficients supplied by Aıt-Sahalia (2002) are sufficient to generate
 the required accuracy. Note that this result extends to situations in which a simple
 closed-form expression for the drift of the unit diffusion is not readily available. In this
 case, the chain rule for differentiation can be used to derive all the components required
 to compute the coefficients. The real difficulty arises when the level of temporal accu-
 racy supplied by Aıt-Sahalia’s specification is inadequate. In these situations it will be
 necessary to extend the Hermite expansion which will require not only the computa-
 tion of additional coefficients, but also the re-computation of all existing coefficients to
 higher accuracy. These calculations can, however, often be assisted by numerical pack-
 ages such as Mathematica or Maple. The computation of the coefficients of the power
 series expansion in the IHPE procedure is likely to be so complex as to be infeasible
 without the assistance of programs such as these.
 Accuracy In terms of the accuracy of the parameter estimation, all the methods
 perform adequately, in the sense that the parameter estimates recovered are compa-
 rable with the accuracy of EML. The speed of adjustment parameter, α, is by far
 the most difficult parameter to estimate. By comparison, the long-term mean, β, and
 the volatility control parameter, σ, are easier to estimate and are determined more
 accurately.
 In terms of bias, traditional DML, GMM based on the discretised moments of Chan
 et al. (1992) and the CF approach are the most interesting methods. The average
 estimates of α delivered by traditional DML are less biased than those provided by other
 procedures. This is, however, most likely due to a beneficial incidence of the (usually
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 problematic) discretisation bias that afflicts this procedure. The local linearisation
 based DML approach (DML-SO) returns parameter values that are more in line with
 the majority of the other procedures. Of course, its good performance when applied to
 the OU process is unsurprising as it is essentially equivalent to EML in this (isolated)
 instance. The GMM and CF approaches return the results that are most distinct from
 the other procedures. In particular, they struggle to resolve the β parameter for the
 CIR process and provide mixed results for the α parameter of both processes.
 In terms of RMSE, the poor performance of the GMM and CF approaches with regard
 to the β parameter of the CIR process, is reflected in the large RMSE associated with
 these estimates. The kernel density based SML procedure (SML-KD) also returns
 larger RMSEs than most of the other procedures, particularly in the case of the CIR
 process. This reflects the difficulty in obtaining accurate kernel estimates of density
 from relatively few independent drawings. The relatively poorer performance in the
 CIR case may stem from the fact that density can be leaked into negative state space,
 a problem which cannot occur in the OU process.
 Of course, if EML is to be regarded as a benchmark method, an interesting aspect of
 the performance of the estimators is their ability to deliver the EML estimates, in each
 and every repetition of the experiment and not merely on average. This aspect of the
 performance of the estimators is not apparent from Tables 2.1 and 2.2. A measure of
 this ability is obtained by examining the difference between the various estimates and
 the EML estimates. Tables 2.3 and 2.4 show the mean and standard deviations of these
 differences taken over the 2000 repetitions. From these results it is clear that the HPE,
 EF, PDE and SML-IS methods provide similar parameter estimates to EML in each
 and every sample.
 Speed The clear losers in terms of speed are the two variants of the SML procedure
 (SML-IS-EUL and SML-IS-SO). The reason for this is to be found in the computation of
 the modified Brownian bridge suggested by Durham and Gallant (2002). This involves
 repeated computation of exponents which is well-known to be numerically intensive.
 The PDE, MCMC, SML-KD and EMM methods rate next in terms of speed. For
 the finite-difference procedure, time is spent solving a tri-diagonal system of equations
 a large number of times. In the case of MCMC, the time is spent in the simulation
 of the unobserved datums. Although the simulation paths in the case of the SML-KD
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 approach are easy to generate, large numbers of paths are required to resolve adequately
 the kernel estimate of density. Although it remains moderately intensive, EMM runs
 surprisingly quickly for a simulation based procedure. This result is explained by the
 fact that analytical expressions for the scores of the auxiliary models are available in
 this experiment. As an aside, it may appear to be a curious result that MCMC is
 superior to SML in terms of speed, since both methods are similar in the sense that the
 sample is augmented in each case by generating data. The resolution of this paradox is
 to be found in the guiding principle of reasonable accuracy. In order to obtain broadly
 similar accuracy, the time discretisation in the case of SML (∆t = 1/120) is finer than
 that required by MCMC (∆t = 1/60). This discrepancy stems from the fact that
 the augmented data are used differently by the two procedures. Moreover, as noted
 previously, the implementation of MCMC does take advantage of the particular forms
 of the benchmark models in the drawing of parameters.
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 CIR Process Mean error in α Mean error in β Mean error in σ Time(RMS error in α) (RMS error in β) (RMS error in σ) (sec)
 EML 0.1097 0.0011 0.0002 0.0374(0.1803) (0.0224) (0.0032)
 DML 0.1054 0.0012 −0.0009 0.0008(0.1746) (0.0224) (0.0033)
 DML-SO 0.1088 0.0011 0.0002 0.0143(0.1794) (0.0223) (0.0032)
 PDE 0.1102 0.0012 0.0000 8.1283(0.1806) (0.0224) (0.0032)
 SML-IS-EUL 0.1094 0.0012 0.0000 13.0960(0.1797) (0.0224) (0.0032)
 SML-IS-S0 0.1098 0.0012 0.0002 20.6624(0.1803) (0.0224) (0.0032)
 SML-KD 0.1093 0.0073 −0.0008 4.3654(0.1924) (0.0360) (0.0042)
 FHPE 0.1097 0.0012 0.0002 0.0324(0.1802) (0.0223) (0.0032)
 IHPE 0.1097 0.0012 0.0002 0.0362(0.1802) (0.0223) (0.0032)
 GMM 0.1176 0.0139 −0.0013 0.0124(0.1874) (0.3511) (0.0036)
 CF 0.0861 0.0130 −0.0003 0.0459(0.1701) (0.3857) (0.0038)
 EMM 0.1095 0.0013 0.0001 2.0555(0.1809) (0.0227) (0.0005)
 EF 0.1100 0.0012 0.0002 0.0151(0.1805) (0.0224) (0.0033)
 MCMC 0.1109 0.0013 0.0003 8.6636(0.1802) (0.0224) (0.0032)
 Table 2.1: Bias and RMSE of parameter estimates for the CIR process, for 2000 repe-
 titions of the experiment with a sample size of 500. RMSEs are shown in parentheses.
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 OU Process Mean error in α Mean error in β Mean error in σ Time(RMS error in α) (RMS error in β) (RMS error in σ) (sec)
 EML 0.1101 −0.0006 0.0001 0.0015(0.1780) (0.0227) (0.0010)
 DML 0.1055 −0.0005 −0.0003 0.0007(0.1716) (0.0227) (0.0010)
 DML-SO 0.1101 −0.0006 0.0001 0.0033(0.1780) (0.0227) (0.0010)
 PDE 0.1100 −0.0005 0.0000 8.1121(0.1779) (0.0227) (0.0010)
 SML-IS-EUL 0.1096 −0.0006 0.0000 12.1218(0.1773) (0.0227) (0.0009)
 SML-IS-S0 0.1099 −0.0006 0.0001 17.4021(0.1778) (0.0227) (0.0010)
 SML-KD 0.1103 −0.0005 −0.0003 1.4544(0.1897) (0.0269) (0.0012)
 FHPE 0.1100 −0.0006 0.0001 0.0270(0.1779) (0.0227) (0.0010)
 IHPE 0.1101 −0.0006 0.0001 0.0255(0.1780) (0.0227) (0.0010)
 GMM 0.1051 −0.0006 −0.0004 0.0075(0.1723) (0.0228) (0.0010)
 CF 0.1292 −0.0008 −0.0004 0.1096(0.1986) (0.0231) (0.0011)
 EMM 0.1089 −0.0006 0.0000 0.9790(0.1774) (0.0228) (0.0010)
 EF 0.1102 −0.0005 0.0001 0.0151(0.1780) (0.0227) (0.0010)
 MCMC 0.1116 −0.0005 0.0001 6.5898(0.1788) (0.0227) (0.0001)
 Table 2.2: Bias and RMSE of parameter estimates for the OU process, for 2000 repeti-
 tions of the experiment with a sample size of 500. RMSEs are shown in parentheses.
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 CIR Process α β σ
 Mean diff. from EML Mean diff. from EML Mean diff. from EML(Std. dev.) (Std. dev.) (Std. dev.)
 DML −0.0043 0.0001 −0.0011(0.0138) (0.0024) (0.0007)
 DML-SO −0.0009 0.0000 0.0000(0.0112) (0.0027) (0.0001)
 PDE 0.0005 0.0001 −0.0002(0.0077) (0.0025) (0.0001)
 SML-IS-EUL −0.0003 0.0001 −0.0002(0.0083) (0.0026) (0.0001)
 SML-IS-SO 0.0001 0.0001 0.0000(0.0059) (0.0025) (0.0001)
 SML-KD −0.0004 0.0061 −0.0010(0.0630) (0.0258) (0.0024)
 FHPE 0.0000 0.0001 0.0000(0.0017) (0.0023) (0.0000)
 IHPE 0.0000 0.0001 0.0000(0.0015) (0.0023) (0.0000)
 GMM 0.0079 0.0128 −0.0015(0.0618) (0.3472) (0.0012)
 CF −0.0236 0.0119 −0.0005(0.0375) (0.3813) (0.0020)
 EMM −0.0003 0.0002 −0.0001(0.0273) (0.0036) (0.0005)
 EF 0.0002 0.0001 0.0000(0.0063) (0.0024) (0.0003)
 MCMC 0.0012 0.0001 0.0001(0.0090) (0.0025) (0.0006)
 Table 2.3: Mean difference between the various parameter estimates and the EML
 estimates for the CIR process, for 2000 repetitions of the experiment with a sample
 size of 500. The standard deviation of these differences is shown in parentheses.
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 OU Process α β σ
 Mean diff. from EML Mean diff. from EML Mean diff. from EML(Std. dev.) (Std. dev.) (Std. dev.)
 DML −0.0046 0.0001 −0.0004(0.0053) (0.0030) (0.0002)
 DML-SO 0.0000 0.0000 0.0000(0.0000) (0.0001) (0.0000)
 PDE −0.0001 0.0001 0.0000(0.0058) (0.0031) (0.0000)
 SML-IS-EUL −0.0005 0.0000 0.0000(0.0040) (0.0005) (0.0000)
 SML-IS-SO −0.0002 0.0000 0.0000(0.0063) (0.0005) (0.0000)
 SML-KD 0.0002 0.0001 −0.0003(0.0623) (0.0147) (0.0007)
 FHPE 0.0000 0.0000 0.0000(0.0006) (0.0001) (0.0000)
 IHPE 0.0000 0.0000 0.0000(0.0003) (0.0000) (0.0000)
 GMM −0.0050 0.0000 −0.0005(0.0150) (0.0017) (0.0002)
 CF −0.0100 0.0000 −0.0004(0.0112) (0.0015) (0.0003)
 EMM −0.0011 0.0000 0.0000(0.0126) (0.0035) (0.0001)
 EF 0.0191 −0.0002 −0.0004(0.0372) (0.0045) (0.0003)
 MCMC 0.0015 0.0000 0.0001(0.0043) (0.0030) (0.0001)
 Table 2.4: Mean difference between the various parameter estimates and the EML
 estimates for the OU process, for 2000 repetitions of the experiment with a sample
 size of 500. The standard deviation of these differences is shown in parentheses.
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 To conclude, the best combinations of accuracy and speed are delivered by the EF and
 HPE approaches. As noted earlier, however, both of these approaches are particularly
 suited to these specific problems and this result should not be taken as a blanket
 recommendation that they are to be regarded as the automatic methods of choice.
 Although inferior to EF and HPE in terms of the speed, the PDE and SML-IS methods
 also deliver the EML parameter estimates but have the additional advantage of being
 truly generic in the sense that once the methods are coded, they can be applied to all
 parameter estimation problems, whether linear or non-linear, simply by changing the
 specification of the drift and diffusion functions in the code.
 2.6 Conclusion
 There are now many methods for estimating the parameters of SDEs. This chapter
 provides a comprehensive evaluation and comparison of most of these methods. Atten-
 tion is focused on the univariate SDE with no latent factors. In terms of the evidence
 presented in this chapter regarding the ease of implementation, accuracy and speed of
 the estimation methods considered, three estimators perform particularly well. These
 are the procedures based on Hermite polynomial expansions, the method of finite differ-
 ences and simulated maximum likelihood based on an importance sampling algorithm.
 Of these three estimators, the procedures based on Hermite polynomial expansions are
 by far the quickest to run, but the other two are more generic procedures that are eas-
 ier to generalise to provide greater accuracy when applied to non-standard problems.
 While the performance of an estimating function approach based on eigenfunctions is
 also impressive in terms of accuracy and speed, the procedure is difficult to implement
 and is particularly problem specific.

Page 82
                        

68 CHAPTER 2. EXISTING ESTIMATORS

Page 83
                        

Chapter 3
 Numerical Solution of the
 Fokker-Planck Equation
 3.1 Introduction
 Maximum-likelihood (ML) estimation of the parameters of SDEs is based on the fact
 that the transitional probability density function (PDF) of the state variable is the
 solution of the Fokker-Planck equation. In almost all cases of interest, however, a closed
 form expression for the solution to this equation (and hence the likelihood function) is
 not available and, consequently, numerous competing estimation procedures have been
 proposed. Of these competing procedures, the approach based on the numerical solution
 of the Fokker-Planck equation is the closest in spirit to exact maximum likelihood
 (EML). It is therefore strange that this approach has received little attention in the
 literature, particularly in view of the results of the comparative analysis in Chapter
 2 of this thesis, which suggest that this approach is completely generic and highly
 accurate. The lack of popularity of this approach may be attributed to a number of
 factors including ignorance of the potential of modern numerical methods, difficulty
 representing a delta function initial condition and concern about the computational
 intensity of the approach.
 All of these issues will be addressed in this chapter. Three numerical procedures for
 estimating the transitional density by solving the Fokker-Planck equation, namely, the
 method of finite differences, the method of finite elements and a Chebyshev-collocation
 69
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 approach are described in detail. A comparative analysis of the accuracy and speed of
 the three methods when applied to the benchmark (CIR and OU) models is carried out.
 The impact of reformulating the Fokker-Planck equation in terms of the transitional
 CDF on the efficacy of the three procedures is also considered. This reformulation of
 the problem circumvents the difficulties associated with the need to represent a delta
 function initial condition numerically.
 The remainder of this chapter is structured as follows. Section 3.2 provides a brief de-
 scription of ML estimation of the parameters of SDEs and introduces both the familiar
 Fokker-Planck equation formulated in terms of the transitional PDF, and the refor-
 mulated equation in terms of the transitional CDF. Sections 3.3, 3.4 and 3.5 outline
 the finite-difference, finite-element and Chebyshev-collocation procedures respectively.
 Sections 3.6 and 3.7 describe two simulation experiments designed to evaluate the ef-
 ficacy of the three procedures. The first experiment considers the calculation of the
 log-likelihood for the CIR and OU processes, while the second experiment involves
 estimating the parameters of the same models. Section 3.8 contains the concluding
 remarks.
 3.2 Maximum-likelihood estimation
 A formal statement of the parameter estimation problem to be addressed is as follows.
 Given the general one-dimensional time-homogeneous SDE
 dX = µ(X; θ) dt + g(X; θ) dW , (3.1)
 the task is to estimate the parameters θ of this SDE from a sample of (N +1) observa-
 tions X0, . . . , XN of the stochastic process at known times t0, . . . , tN . In the statement
 of equation (3.1), dW is the differential of the Wiener process and the instantaneous
 drift µ(x; θ) and instantaneous diffusion g2(x;θ) are prescribed functions of state.
 The ML estimate of θ is generated by minimising the negative log-likelihood function
 of the observed sample, namely
 − logL(θ) = − log f0(X0 |θ)−N−1∑
 k=0
 log f(Xk+1 |Xk; θ) , (3.2)
 with respect to the parameters θ. In this expression, f0(X0 |θ) is the density of the
 initial state and f(Xk+1 |Xk; θ) ≡ f(
 (Xk+1, tk+1) | (Xk, tk);θ) is the value of the
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 transitional PDF at (Xk+1, tk+1) for a process starting at (Xk, tk) and evolving to
 (Xk+1, tk+1) in accordance with equation (3.1). Note that the Markovian property of
 equation (3.1) ensures that the transitional density of Xk+1 at time tk+1 depends on
 Xk alone.
 ML estimation relies on the fact that the transitional PDF, f(x, t), is the solution of
 the Fokker-Planck equation
 ∂f
 ∂t=
 ∂
 ∂x
 ( 12
 ∂(g2(x; θ)f)∂x
 − µ(x; θ)f)
 (3.3)
 satisfying a suitable initial condition and boundary conditions. Suppose, furthermore,
 that the state space of the problem is [a, b] and the process starts at x = Xk at time
 tk. In the absence of measurement error, the initial condition is
 f(x, tk) = δ(x−Xk) (3.4)
 where δ is the Dirac delta function, and the boundary conditions required to conserve
 unit density within this interval are
 limx→a+
 (12
 ∂(g2f)∂x
 − µf)
 = 0 ,
 limx→b−
 (12
 ∂(g2f)∂x
 − µf)
 = 0 .
 (3.5)
 This paper is also concerned with an equivalent statement of this problem in terms of
 the transitional CDF, F (x, t), which is defined in terms of the transitional PDF, f(x, t),
 by
 F (x, t) =∫ x
 af(u, t) du . (3.6)
 When expressed in terms of F (x, t), equation (3.3) takes the form
 ∂2F
 ∂x∂t=
 ∂
 ∂x
 [ 12
 ∂
 ∂x
 (g2 ∂F
 ∂x
 )− µ
 ∂F
 ∂x
 ](3.7)
 which can be integrated with respect to x to give
 ∂F
 ∂t=
 [ 12
 ∂
 ∂x
 (g2 ∂F
 ∂x
 )− µ
 ∂F
 ∂x
 ]+ C(t). (3.8)
 where C(t) is an arbitrary function of integration. The boundary conditions for this
 equation require that F (a, t) = 0 and F (b, t) = 1 which in turn require that C(t) = 0.
 Therefore F (x, t) satisfies the partial differential equation
 ∂F
 ∂t=
 12
 ∂
 ∂x
 (g2 ∂F
 ∂x
 )− µ
 ∂F
 ∂x(3.9)

Page 86
                        

72 CHAPTER 3. NUMERICAL SOLUTION
 with Dirichlet boundary conditions F (a, t) = 0 and F (b, t) = 1. The initial condition
 F (x, tk) for a transition from (Xk, tk) is constructed from the definition (3.6) to obtain
 F (x, tk) =
 0 x < Xk ,
 1/2 x = Xk ,
 1 x > Xk .
 (3.10)
 One important advantage of this approach is that the delta function initial condition
 required in the computation of the transitional PDF is now replaced by a step function
 initial condition in the computation of the transitional CDF. The latter has a precise
 numerical representation whereas the delta function (3.4) must be approximated.
 Three procedures for solving equations (3.3) and (3.9) numerically are now described
 in detail in the following three sections.
 3.3 Finite-difference procedure
 The finite-difference procedure is based on a discretisation of state space into n uniform
 sub-intervals of length ∆x = (b−a)/n and a discretisation of the time interval [tk, tk+1]
 into m uniform sub-intervals of duration ∆t = (tk+1 − tk)/m. Let the nodes of the
 finite-difference scheme be denoted by xp = a + p∆x where p is an integer satisfying
 0 ≤ p ≤ n, let tk = tk,0, tk,1, . . . , tk,m = tk+1 where tk,q = tk+q∆t denote the subdivision
 of [tk, tk+1] into intervals of duration ∆t and let f(q)p = f(xp, tk,q) be the value of the
 transitional PDF at xp at time tk,q.
 3.3.1 Transitional PDF specification
 Integration of equation (3.3) over [tk,q, tk,q+1] gives
 f(x, tk,q+1)−f(x, tk,q) =12
 ∂2
 ∂x2
 (g2(x)
 ∫ tk,q+1
 tk,q
 f(x, t) dt)− ∂
 ∂x
 (µ(x)
 ∫ tk,q+1
 tk,q
 f(x, t) dt)
 .
 (3.11)
 In terms of the auxiliary variables
 φp =∫ tk,q+1
 tk,q
 f(xp , t) dt ,
 equation (3.11) has finite difference approximation
 f (q+1)p − f (q)
 p =g2p+1φp+1 − 2g2
 p φp + g2p−1φp−1
 2∆2x
 − µp+1φp+1 − µp−1φp−1
 2∆x
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 which may be regrouped to give
 f (q+1)p − f (q)
 p =(g2
 p−1 + µp−1∆x
 2∆2x
 )φp−1 −
 g2p
 ∆2x
 φp +(g2
 p+1 − µp+1∆x
 2∆2x
 )φp+1.
 The trapezoidal quadrature is now used to approximate φp by the formula
 φp =∆t
 2(f (q+1)
 p + f (q)p
 )+ O(∆t)3
 so that the final finite-difference representation of equation (3.3) simplifies to
 −[g2p−1 + µp−1∆x
 ]f
 (q+1)p−1 +
 [4r
 + 2g2p
 ]f (q+1)
 p −[g2p+1 − µp+1∆x
 ]f
 (q+1)p+1
 =[g2p−1 + µp−1∆x
 ]f
 (q)p−1 +
 [4r− 2g2
 p
 ]f (q)
 p +[g2p+1 − µp+1∆x
 ]f
 (q)p+1
 (3.12)
 where r = ∆t/∆2x is the Courant number. The procedure used to construct equation
 (3.12) is essentially the Crank-Nicolson algorithm, and it is well known that this algo-
 rithm exhibits robust numerical properties, for example, it is stable and numerically
 consistent. Expression (3.12) forms the core of the finite-difference representation of
 equation (3.3). It suggests that the transitional PDF can be integrated forward through
 time from a given initial distribution by repeated solution of a tri-diagonal system of
 equations.
 As has already been remarked, the initial condition for the transitional PDF is a delta
 function and is therefore not representable within the framework of the finite-difference
 method. Jensen and Poulsen (2002) suggest that this difficulty can be circumvented
 by starting the finite-difference algorithm with a specification of the distribution of
 transitional density at (tk + ∆t) based on the assumption that the transitional density
 at this time may be approximated by the normal distribution with mean value Xk +
 µ(Xk; θ)∆t and variance g2(Xk;θ)∆t. The main drawback of this approximation is that
 once ∆t is chosen and the initial state is known, the diffusion occurring over the time
 interval ∆t from the true initial condition determines the size of the interval of state
 space over which the transitional PDF is significantly different from zero. The resolution
 ∆x of state space must now be chosen to be sufficiently small so as to guarantee that a
 reasonable number of nodes (say a dozen) lie within this interval of non-zero transitional
 PDF. Moreover, once a suitable value of ∆x is chosen, this discretisation interval must
 be applied to the entire state space. In practice, this requirement means that ∆x =
 O(√
 ∆t).
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 A final crucial aspect of the finite-difference algorithm is the incorporation of the bound-
 ary conditions into the first and last equations in the system. Recall that the solution is
 sought in the finite interval [x0, xn]. For many SDEs of type (3.1), the sample space is
 the semi-infinite interval (0,∞) so that the drift and diffusion specifications will often
 satisfy g(x0) = 0 and µ(x0) > 0. Under these conditions the boundary condition at
 x = x0 is equivalent to the condition f(x0, t) = 0, that is, no density can accumulate
 at the boundary x = x0. However, no equivalent simplification exists at the boundary
 x = xn which must be chosen to be suitably large, but finite1. The derivation of the
 boundary condition at x = xn is now described.
 The backward-difference representation of the boundary condition (3.5) at x = xn is
 12
 (3 g2nf
 (q)n − 4 g2
 n−1 f(q)n−1 + g2
 n−2 f(q)n−2
 2∆x
 )− µnf (q)
 n + O(∆x)2 = 0 . (3.13)
 These terms are regrouped and the truncation error ignored to obtain
 (3g2
 n − 4µn∆x
 )f (q)
 n − 4g2n−1f
 (q)n−1 + g2
 n−2f(q)n−2 = 0 . (3.14)
 This boundary condition is now used at (tk +q∆t) and (tk +(q+1)∆t) to eliminate f(q)n
 and f(q+1)n respectively from equation (3.12) evaluated at p = n− 1. The final result is
 P f(q+1)n−2 − (
 Q−R)f
 (q+1)n−1 = −P f
 (q)n−2 +
 (Q + R
 )f
 (q)n−1 (3.15)
 whereP = g2
 n−2
 (3µn∆x − 2g2
 n
 )− µn−2∆x
 (3g2
 n − 4µn∆x
 ),
 Q = g2n−1
 (4 µn∆x − 2g2
 n
 ), R =
 4r
 (3g2
 n − 4µn∆x
 ).
 When it is not possible to assume that f(x0, t) = 0, the lower boundary condition can
 be derived using a similar procedure. The result is an identical expression to equation
 (3.15) but with the subscripts n, n − 1 and n − 2 replaced by 0, 1 and 2 respectively,
 and the negative sign between the two terms in P replaced by a positive sign.
 The final specification of the finite-difference procedure can be expressed in matrix form
 as
 AL f (q+1) = AR f (q)
 where AL and AR are tri-diagonal matrices of dimension (n − 1) × (n − 1) and f (q) is
 the (n − 1) dimensional vector containing the values of the transitional PDF at the1In the applications here, xn is chosen to be the maximum of the sample plus the range of the
 sample.
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 (internal) nodes x1, . . . , xn−1 at time (tk + q∆t). In the semi-infinite case, the first
 equation in this tri-diagonal system is
 [4r
 + 2g 21
 ]f
 (q+1)1 −
 [g 22 − µ2 ∆x
 ]f
 (q+1)2 =
 [4r− 2g 2
 1
 ]f
 (q)1 +
 [g 22 − µ2 ∆x
 ]f
 (q)2 , (3.16)
 which is the particularisation of the general equation (3.12) at x1 taking account of the
 requirement that f(x0, t) = 0. In all other cases the first equation would be a lower
 boundary condition of the type described in the discussion following equation (3.15).
 In all cases there then follow (n − 3) equations with general form (3.12) in which the
 index p takes values from p = 2 to p = n− 2, followed finally by equation (3.15). Note
 that the resulting tri-diagonal system is solved for the transitional PDF at the nodes
 x1, . . . , xn−1. In the semi-infinite case the transitional PDF at x0 is known a priori to
 be zero, while the transitional PDF at xn is obtained directly from relation (3.14). In
 other cases the transitional PDF at x0 is obtained from an almost identical relation
 to equation (3.14) but with the subscripts n, n − 1 and n − 2 replaced by 0, 1 and 2
 respectively.
 3.3.2 Transitional CDF specification
 The finite-difference representation of equation (3.9) is constructed by noting that this
 equation can be re-expressed in the form
 ∂F
 ∂t=
 14
 [∂2(g2F )∂x2
 + g2 ∂2F
 ∂x2− F
 ∂2g2
 ∂x2
 ]− µ
 ∂F
 ∂x. (3.17)
 The motivation for this manipulation stems from the fact that the central-difference
 formula for a second order derivative is straightforward. The procedure used to derive
 equation (3.12) from equation (3.3) via equation (3.11) in repeated for equation (3.17).
 The calculation is routine and so the details are suppressed. Let F(q)p = F (xp, tk,q)
 denote the value of the CDF at (xp, tk + q∆t), then the finite-difference approximation
 of equation (3.17) is
 −[g2p−1 + g2
 p + 2µp ∆x
 ]F
 (q+1)p−1 +
 [8r
 + (g2p−1 + 2g2
 p + g2p+1)
 ]F (q+1)
 p
 −[g2p + g2
 p+1 − 2µp ∆x
 ]F
 (q+1)p+1 =
 [g2p−1 + g2
 p + 2µp ∆x
 ]F
 (q)p−1
 +[8r− (g2
 p−1 + 2g2p + g2
 p+1)]F (q)
 p +[g2p + g2
 p+1 − 2µp ∆x
 ]F
 (q)p+1 .
 (3.18)
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 However the boundary conditions assert that F(q)0 ≡ 0 and F
 (q)n ≡ 1, and therefore
 equations (3.18) can be expressed in matrix form
 AL F(q+1) = AR F(q) + B
 where AL and AR are tri-diagonal matrices of dimension (n − 1) × (n − 1), B is a
 constant vector of dimension (n− 1) which differs from the zero vector only in its last
 entry and F(q) is the (n−1) dimensional vector containing the values of the transitional
 CDF at the (internal) nodes x1, . . . , xn−1 at time tk,q.
 In the practical implementation of this procedure, there is a natural initial condition
 given in equation (3.10), for which there is no equivalent statement in the transitional
 PDF formulation of the problem. Of course, the Jensen and Poulsen (2002) approxima-
 tion can also be used in the transitional CDF approach by initialising F1, · · · , Fn−1 using
 the CDF of the normal distribution. The value of the transitional PDF at (Xk+1, tk+1)
 is estimated by numerical differentiation (using difference formulae) of the transitional
 CDF at the nodes to the left and right of Xk+1 followed by linear interpolation of these
 values to find the required transitional density.
 3.4 Finite-element procedure
 The finite-element approach also requires the discretisation of state space and time.
 As with the finite-difference procedure, the time interval [tk, tk+1] is subdivided into m
 uniformly-spaced intervals of length ∆t and the state space of the problem is again sub-
 divided into a sequence of n connected intervals, or elements, [x0, x1], [x1, x2], . . . , [xn−1, xn].
 However, a finite-element procedure differs from a finite-difference procedure in the
 respect that the nodes x0, . . . , xn need not be uniformly spaced in state space. By com-
 parison with a finite-difference algorithm, a finite-element scheme to solve the Fokker-
 Planck equation will position proportionately more nodes in the main body of the tran-
 sitional PDF and proportionately less nodes in the tails of the transitional PDF. The
 distribution of nodes in the finite-element algorithm is determined by a user-supplied
 rule2 which may itself be problem dependent.
 Once the elements are laid out, a family of basis functions, say ψ0(x), . . . , ψn(x), is2In the applications here Xk is set as node xi where i = ceil(nXk/(b− a)). Node xj is then set as
 xi − (Xk − a)/√
 j + 1 for j = 1, . . . , i− 1 or xi + (b−Xk)/√
 n− j − 1 for j = i + 1, . . . , n.
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 superimposed on the elements such that ψj(x) is a continuous function of x with support
 (xj−1, xj+1). Clearly ψ0 and ψn are each defined over a single element. In this chapter,
 the basis function ψj(x) is taken to be the simple triangular or “tent” basis function
 ψj(x) =
 x− xj−1
 xj − xj−1x ∈ [xj−1, xj ]
 xj+1 − x
 xj+1 − xjx ∈ [xj , xj+1]
 0 otherwise.
 (3.19)
 Figure 3.1 illustrates the general structure of the basis functions.
 1.0
 xx1 xj−1 xj xj+1 xn−1
 Figure 3.1: Family of basis functions ψ0(x), ψ1(x), · · · , ψn(x) with member ψj(x) shaded.
 The central idea of the finite-element procedure is that any arbitrary function of state,
 say h(x), can be represented by a series expansion of the type
 h(x) =n∑
 i=0
 hiψi(x) (3.20)
 where the coefficients h0, · · · , hn are constants to be determined. Since h(x) and its
 finite-element expansion h(x) cannot be expected to agree for all values of x, the coef-
 ficients h0, · · · , hn are often chosen to minimise
 E(h0, · · · , hn) =∫ b
 a
 [h(x)− h(x)
 ]2dx =
 ∫ b
 a
 [h(x)−
 n∑
 i=0
 hi ψi(x)]2
 dx . (3.21)
 Evidently equation (3.21) is minimised by requiring h0, · · · , hn to satisfy the (n + 1)
 conditions
 ∂E
 ∂hj= −2
 ∫ b
 a
 [h(x)−
 n∑
 i=0
 hi ψi(x)]ψj(x) dx = 0 , j = 0, · · · , n ,
 which may be reorganised into the more familiar formn∑
 i=0
 hi
 ∫ b
 aψi(x) ψj(x) dx =
 ∫ b
 ah(x) ψj(x) dx , j = 0, · · · , n . (3.22)
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 3.4.1 Transitional PDF specification
 Suppose now that the transitional PDF has finite-element expansion
 f(x, t) =n∑
 i=0
 fi(t; θ)ψi(x). (3.23)
 Clearly, the coefficients fi(t) can be determined directly by a least squares fit only when
 the transitional PDF is known. When the transitional PDF is unknown, as is the case
 here, instead the finite-element representation of the Fokker-Planck operator
 K(f) =∂f
 ∂t− ∂
 ∂x
 ( 12
 ∂(g2(x;θ)f)∂x
 − µ(x; θ)f)
 (3.24)
 is required to be zero. Equation (3.22) now indicates that f0(t), . . . , fn(t) must be
 chosen to satisfy ∫ b
 aK(f)ψj(x) dx = 0 , j = 0, · · · , n . (3.25)
 Straightforward manipulation of this equation involving one integration by parts and
 the use of the zero-flux boundary conditions (3.5) yields
 ∫ b
 a
 ∂f
 ∂tψj(x) dx = −
 ∫ b
 a
 ( 12
 ∂(g2(x; θ)f)∂x
 − µ(x; θ)f)dψj(x)
 dxdx . (3.26)
 To make further progress, the drift and diffusion functions are given the finite-element
 expansions
 µ(x, t) =n∑
 s=0
 µs(t; θ)ψs(x) , g2(x, t) =n∑
 s=0
 gs(t;θ) ψs(x) (3.27)
 which are now substituted into equation (3.26) to obtain
 n∑
 i=0
 df i
 dt
 ∫ b
 aψ i ψj dx =
 n∑
 i=0,s=0
 f i µs
 ∫ b
 aψ i ψs
 dψj
 dxdx
 −12
 n∑
 i=0
 n∑
 s=0
 f i gs
 ∫ b
 a
 (ψ i
 dψs
 dx
 dψj
 dx+ ψs
 dψ i
 dx
 dψj
 dx
 )dx ,
 j = 0, 1 · · ·n. (3.28)
 Each integer from j = 0 to j = n inclusive contributes one ordinary differential equation
 to give (n + 1) equations in total. The integrals arising in equation (3.28) can be
 evaluated exactly for the basis functions defined by equation (3.19). The details of these
 calculations are straightforward but tedious and are given in Appendix E. Essentially
 the interval [a, b] of integration is expressed as a union of elements, and the values
 of the integrals are determined by summing the contributions made by the individual
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 elements. The calculations in Appendix E may now be used to expand the summations
 in equations (3.28) to obtain the final equations
 (x1−x0)(2df0
 dt+
 df1
 dt
 )= −
 (2µ0+µ1+
 3g0
 (x1 − x0)
 )f0−
 (µ0+2µ1− 3g1
 (x1 − x0)
 )f1 (3.29)
 in the case in which j = 0, the equations
 (xj − xj−1)dfj−1
 dt+ 2(xj+1 − xj−1)
 dfj
 dt+ (xj+1 − xj)
 dfj+1
 dt=
 (2µj−1 + µj +
 3gj−1
 (xj − xj−1)
 )fj−1
 −(µj+1 − µj−1 +
 3gj(xj+1 − xj−1)(xj − xj−1)(xj+1 − xj)
 )fj −
 (µj + 2µj+1 − 3gj+1
 (xj+1 − xj)
 )fj+1
 (3.30)
 in the case in which 0 < j < n, and finally the equation
 (xn − xn−1)(dfn−1
 dt+ 2
 dfn
 dt
 )=
 (2µn−1 + µn +
 3gn−1
 (xn − xn−1)
 )fn−1
 +(µn−1 + 2µn − 3gn
 (xn − xn−1)
 )fn
 (3.31)
 in the case in which j = n. These equations can be expressed in the matrix form
 ALdVdt
 = ARV (3.32)
 where AL and AR are (n + 1) × (n + 1) tri-diagonal matrices and V is the (n + 1)
 dimensional column vector with i-th row containing the value of the coefficient fi. Let
 V(q) be the solution of equation (3.32) at time tk,q = tk + q ∆t, then integration of
 equations (3.32) over [tk,q, tk,q+1] gives
 AL(V(q+1) −V(q)) =∆t
 2
 [ARV(q) + ARV(q+1)
 ]+ O(∆t)3 (3.33)
 where the fundamental theorem of calculus has been used to integrate the time deriv-
 ative on the left hand side of equation (3.32) and the trapezoidal rule has been used
 to estimate the integral of the right hand side of equation (3.32). Collecting like terms
 together yields[AL − ∆t
 2AR
 ]V(q+1) =
 [AL +
 ∆t
 2AR
 ]V(q) (3.34)
 where terms of order (∆t)3 have been ignored. In principle, the starting values of the
 finite-element coefficients are used to initialise V(0). The values of the finite-element
 coefficients at tk+1, namely V(m), are then determined by means of m repeated appli-
 cations of equation (3.34) in which the intermediate coefficient values V(1), · · · ,V(m−1)
 are generated and discarded. Although each step of this iteration is accurate to order
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 (∆t)3, the final values of the finite-element coefficients are determined to an accuracy
 of order (∆t)2.
 The starting values for the finite-element coefficients can be obtained by recognising
 that f(xi, t) = fi because at node xi the basis function ψi is unity while all of the
 other basis functions are zero. This suggests that the finite-element coefficients can be
 initialised in the same manner as the transitional PDF. The Gaussian approximation
 of the transitional PDF at time tk + ∆t proposed by Jensen and Poulsen (2002) can
 therefore be used to initialise V(1) and the final values of the finite-element coefficients
 are constructed by (m− 1) applications of equation (3.34).
 3.4.2 Transitional CDF specification
 Suppose that the transitional CDF has the finite-element expansion
 F (x, t) =n∑
 i=0
 Fi(t;θ)ψi(x). (3.35)
 Once again, the coefficients F0(t), . . . , Fn(t) of this expansion cannot be determined by
 a least squares fit, but instead are obtained indirectly by fitting expression (3.35) to
 equation (3.9) in the sense that the coefficients F0(t), . . . , Fn(t) are required to ensure
 that∫ b
 a
 (∂F
 ∂t− 1
 2∂
 ∂x
 (g2 ∂F
 ∂x
 )+ µ
 ∂F
 ∂x
 )ψj(x) dx = 0 , j = 1, · · · , (n− 1) . (3.36)
 Notice that the cases j = 0 and j = n are excluded from equation (3.36). This is
 because F0(t) = 0 and Fn(t) = 1 in view of the requirement that expression (3.36)
 should satisfy the boundary conditions F (a, t) = 0 and F (b, t) = 1. Furthermore,
 integration by parts yields
 ∫ b
 a
 ∂
 ∂x
 (g2 ∂F
 ∂x
 )ψj dx =
 [g2 ∂F
 ∂xψj
 ]b
 a−
 ∫ b
 ag2 ∂F
 ∂x
 dψj
 dxdx
 = −∫ b
 ag2 ∂F
 ∂x
 dψj
 dxdx
 j = 1, · · · , (n− 1)
 where the boundary contribution has been eliminated on the basis that ψj(a) = ψj(b) =
 0 for all j = 1, · · · , (n− 1). In conclusion, the coefficients F1(t), . . . , Fn−1(t) are chosen
 to satisfy∫ b
 a
 (∂F
 ∂t+ µ
 ∂F
 ∂x
 )ψj(x) dx +
 ∫ b
 a
 g2
 2∂F
 ∂x
 dψj
 dxdx = 0 , j = 1, · · · , (n− 1) . (3.37)
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 As with the finite-element treatment of the transitional PDF, the drift and diffusion
 functions are given the finite-element expansions
 µ(x, t) =n∑
 k=0
 µk(t; θ)ψk(x) , g2(x, t) =n∑
 k=0
 gk(t; θ)ψk(x). (3.38)
 Equation (3.37) now leads to the final conclusion that the coefficients F1(t), . . . , Fn−1(t)
 satisfy
 j+1∑
 i=j−1
 dFi
 dt
 ∫ b
 aψiψj dx = −
 j+1∑
 i=j−1
 j+1∑
 k=j−1
 Fi µk
 ∫ b
 aψjψk
 dψi
 dxdx
 −12
 j+1∑
 i=j−1
 j+1∑
 k=j−1
 Fi gk
 ∫ b
 aψk
 dψi
 dx
 dψj
 dxdx , j = 1, · · · , (n− 1) ,
 (3.39)
 where the values of the integrals in these equations may be computed using the results
 provided in Appendix E. It is a straightforward but tedious matter to verify that
 equations (3.39) simplify to
 2(x2 − x0)dF1
 dt+ (x2 − x1)
 dF2
 dt=
 −(µ2 + µ0 +
 3(g0 + g1)2(x1 − x0)
 +3(g1 + g2
 2(x2 − x1)
 )F1 −
 (2µ1 + µ2 − 3(g1 + g2)
 2(x2 − x1)
 )F2
 (3.40)
 when j = 1, to
 (xj − xj−1)dFj−1
 dt+ 2(xj+1 − xj−1)
 dFj
 dt+ (xj+1 − xj)
 dFj+1
 dt=
 (µj−1 + 2µj +
 3(gj−1 + gj)2(xj − xj−1)
 )Fj−1 −
 (µj−1 − µj+1 +
 3(gj−1 + gj)2(xj − xj−1)
 +3(gj + gj+1
 2(xj+1 − xj)
 )Fj
 −(2µj + µj+1 − 3(gj + gj+1)
 2(xj+1 − xj)
 )Fj+1
 (3.41)
 when 1 < j < n− 1, and to
 (xn−1 − xn−2)dFn−2
 dt+ 2(xn − xn−2)
 dFn−1
 dt=
 (µn−2 + 2µn−1 +
 3(gn−2 + gn−1)2(xn−1 − xn−2)
 )Fn−2
 −(µn−2 − µn +
 3(gn−2 + gn−1)2(xn−1 − xn−2)
 +3(gn−1 + gn
 2(xn − xn−1)
 )Fn−1 −
 (2µn−1 + µn − 3(gn−1 + gn)
 2(xn − xn−1)
 )
 (3.42)
 when j = (n − 1). The procedure to solve these equations is identical to that used to
 solve the corresponding equations arising in the finite-element procedure to determine
 the transitional PDF and so the specific details are omitted. The finite-element coeffi-
 cients can either be initialised at time tk using the step function initial condition (3.10)
 or by using the CDF of the Normal distribution at time tk + ∆t.
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 Computation of PDF The final stage of the transitional CDF approach is to recover
 the transitional PDF from the finite-element expansion for the transitional CDF. In
 theory the transitional PDF can be obtained by differentiating the transitional CDF.
 However, the finite-element representation of the transitional CDF is not continuously
 differentiable, and therefore a least-squares fitting procedure must be used in order to
 obtain a continuous expression for the transitional PDF from the transitional CDF.
 The aim of this procedure is to construct the finite-element representation
 f(x, t) =n∑
 i=0
 fi(t)ψ i(x)
 of the transitional PDF by choosing the coefficients f0, · · · , fn to minimise
 Φ(f0, · · · , fn) =∫ b
 a
 [f(x, t)− dF
 dx
 ]2dx
 This is achieved by choosing f0, · · · , fn to be the solution of the linear equationsn∑
 i=0
 fi
 ∫ b
 aψ i ψj dx =
 n∑
 i=0
 Fi
 ∫ b
 a
 dψ i
 dxψj dx, j = 0, . . . , n . (3.43)
 The computation of the integrals in this equation is described in Appendix E, but the
 final result is that the values of the coefficients f0, · · · , fn are obtained as the solution
 of the simultaneous equations T f = b where T is an (n + 1) × (n + 1) symmetric
 tri-diagonal matrix, f = (f0, · · · , fn)T and b is a vector of dimension (n + 1) which is
 determined by knowledge of F0, · · · , Fn.
 3.5 Chebyshev-collocation procedure
 The efficacy of the Chebyshev-collocation procedure relies on two important facts.
 First, the error incurred in using a Chebyshev expansion to approximate many func-
 tions that occur in practice often decays exponentially to zero as the order of the
 expansion tends to infinity. Expansions based on 30 to 40 polynomials are frequently
 adequate to achieve this level of accuracy in the sense that their high order coefficients
 become comparable with numerical roundoff error. Second, Chebyshev expansions of a
 function can be differentiated within the Chebyshev framework without error by means
 of matrix multiplication. Therefore once a function is represented accurately within the
 Chebyshev framework, negligible error is made in the computation of its leading order
 derivatives. This idea can be used to great advantage in the construction of a numerical
 procedure to find accurate solutions of the Fokker-Planck equation.
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 3.5.1 Differentiation of Chebyshev expansions
 The Chebyshev polynomial Tn(z) is defined on the interval [−1, 1] by the rule
 Tn(cos θ) = cos(nθ) (3.44)
 where n is an integer and θ ∈ [0, π]. Let z0, . . . , zn be a dissection of [−1, 1] where
 zj = cos[ jπ
 n
 ]j = 0 , . . . , n (3.45)
 and let f(z) be a continuously differentiable function of z defined on [−1, 1] taking the
 value fj at z = zj , then the Lagrange interpolating formula for f(z) based on the nodes
 z0, . . . , zn is
 Pn(z) =n∑
 j=0
 fj
 n∏
 m=0,m6=j
 z − zm
 zj − zm. (3.46)
 Derivatives of Pn(z) at any point may be constructed directly from equation (3.46).
 However it is convenient for numerical purposes to calculate the derivatives of Pn(z) at
 the nodes z0, . . . , zn and to relate the values of these derivatives directly to the values
 of f(z) at z0, . . . , zn. This is a linear relationship which gives rise to the definition of
 an (n + 1)× (n + 1) differentiation matrix D with the property that
 dPn(zi)dz
 =n∑
 j=1
 Dijfj , Dij =d
 dz
 ( n∏
 m=0,m6=j
 z − zm
 zj − zm
 )∣∣∣z=zi
 . (3.47)
 For the choice of nodes stated in equation (3.45), the calculation of the individual
 entries of D is facilitated by the observation that the nodes z1, . . . , zn−1 are the zeros of
 polynomial T′
 n(z) while z0 = 1 and zn = −1. By separating the summation in equation
 (3.46) into the case j = 0, the cases 0 < j < n and the case j = n, the fact that
 z1, . . . , zn−1 are the zeros of T′
 n(z) enables equation (3.46) to be restated in the simpler
 form
 Pn(z) = f0z + 1
 2T′
 n(z)T ′
 n(1)+
 n−1∑
 j=1
 fjz2 − 1z2j − 1
 T′
 n(z)(z − zj)T
 ′′n (zj)
 − fnz − 1
 2T′
 n(z)T ′
 n(−1). (3.48)
 By differentiating the definition of Tn(cos θ) with respect to θ and taking limits as
 θ → 0 and θ → π, it follows immediately that T′
 n(1) = n2 and T′
 n(−1) = n2(−1)n−1. A
 further calculation reveals that T′′
 n (zj) = n2(−1)j/(z2j − 1). These observations further
 simplify expression (3.48) to
 Pn(z) = f0
 (z + 12n2
 )T′
 n(z) +(z2 − 1)
 n2
 n−1∑
 j=1
 fj(−1)jT
 ′n(z)
 (z − zj)+ (−1)nfn
 (z − 12n2
 )T′
 n(z) .
 (3.49)
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 This expression, in combination with various properties of Chebyshev polynomials,
 is used as the basis for the computation of D. The details are straightforward but
 tedious and are described in Appendix F. The final result is that the entries of the
 differentiation matrix D are
 Dij =
 2n2 + 16
 i = j = 0 ,
 2(−1)j
 1− zji = 0, 0 < j < n ,
 (−1)n
 2i = 0, j = n ,
 − (−1)i
 2(1− zi)0 < i < n, j = 0 ,
 −(−1)i+j
 zi − zj0 < i < n, 0 < j < n, i 6= j ,
 − zi
 2(1− z2i )
 0 < i = j < n ,
 − (−1)i+n
 2(1 + zi)0 < i < n, j = n ,
 −(−1)n
 2i = n, j = 0 ,
 −2(−1)j+n
 1 + zji = n, 0 < j < n ,
 −2n2 + 16
 i = j = n
 (3.50)
 One final point to note in the use of the Chebyshev-collocation procedure is that when-
 ever the sample space of X is not the interval [−1, 1], it is normal practice to map it
 into [−1, 1] by a user-supplied monotonic function, say z = η(x), such that the left
 hand and right hand endpoints of the sample space map respectively to z = −1 and
 z = 1. Let x0, . . . , xn be the nodes in the sample space of X corresponding to the nodes
 z0, . . . , zn, so that, zj = η(xj).
 3.5.2 Transitional PDF specification
 Under the change of variable z = η(x) the Fokker-Planck equation (3.3) becomes
 ∂f
 ∂t=
 12
 dz
 dx
 ∂
 ∂z
 (dz
 dx
 ∂(g2f)∂z
 − µf)
 (3.51)
 where it is understood that f , µ and g2 are now expressed as functions of z (and not
 x). Let DM be the (n + 1)× (n + 1) diagonal matrix in which the j-th diagonal entry
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 is the gradient of the mapping function η(x) at the point xj and let DG and Dµ be the
 (n+1)×(n+1) diagonal matrices with j-th diagonal entries corresponding respectively
 to the values of g2 and µ at the point xj . Let f be the vector of values of the solution
 to equation (3.51) where the component fj denotes the value of the transitional density
 at z = zj at time t.
 In terms of the matrices DM, DG and Dµ, equation (3.51) can be expressed as
 dfdt
 = ARf , AR = DMD(1
 2DMDDG −Dµ
 ), (3.52)
 where D is the differentiation matrix defined in (3.50). Note that if the sample space
 is R, then the transitional density is zero at z0 and zn and therefore the first and last
 equations in (3.52) are ignored since f0 = fn = 0. Similarly, if the sample space is the
 semi-infinite interval R(+) then the transitional density is zero at z0 and the first of
 equations (3.52) is ignored.
 In any time interval [tk, tk+1], the time course of f is obtained by first dividing this
 interval into m small intervals of duration ∆t by the time points tk,q = tk + q∆t where
 ∆t = (tk+1− tk)/m. The trapezoidal rule is now used to integrate equation (3.52) over
 the interval [tk,q, tk,q+1] to get
 f (q+1) − f (q) =∆t
 2AR
 [f (q) + f (q+1)
 ]+ O(∆3
 t ) (3.53)
 where f (q) denotes the value of f at time tk,q. Like terms are now regrouped and terms
 of O(∆3t ) ignored to obtain the final system of equations
 [I − ∆t
 2AR
 ]f (q+1) =
 [I +
 ∆t
 2AR
 ]f (q) (3.54)
 where I is the identity matrix. By repeated solution of equations (3.54), the transi-
 tional PDF is advanced through time. Note that the matrices in equation (3.54) are
 full matrices and not tri-diagonal matrices as would occur in the finite-difference and
 finite-element procedures. By way of compensation for this apparent disadvantage,
 the exceptional convergence properties of Chebyshev expansions give rise to matrices
 in equation (3.54) that have low dimension, as has been remarked previously. This
 property, coupled with the fact that AR is almost invariably a constant matrix, leads
 to equations (3.54) that can be solved efficiently by a conventional matrix factorisation
 algorithm.
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 The initial values for the transitional PDF at the nodes can be obtained from Jensen
 and Poulsen’s Gaussian approximation of the transitional PDF at time tk + ∆t. Al-
 ternatively, the initial value for the transitional PDF at the nodes can be obtained by
 applying the matrix DMD to the initial value of the transitional CDF based on the
 step function initial condition in equation (3.10).
 3.5.3 Transitional CDF specification
 Under the change of variable z = η(x) the reformulated Fokker-Planck equation (3.9)
 becomes
 ∂F
 ∂t=
 12
 dz
 dx
 ∂
 ∂z
 (g2 dz
 dx
 ∂F
 ∂z
 )− µ
 dz
 dx
 ∂F
 ∂z(3.55)
 where it is understood that F , µ and g2 are now expressed as functions of z (and not x).
 Let F be the vector of values of the solution to equation (3.55) where the component
 Fj denotes the value of the transitional CDF at z = zj . The procedure developed
 for the transitional PDF may likewise be used to show that the Chebyshev-collocation
 representation of equation (3.55) is
 ∂F∂t
 = AR F , AR =(1
 2DMDDG −Dµ
 )DMD , (3.56)
 where DM, DG and Dµ have the same meanings as in the development of the Chebyshev-
 collocation representation of the Fokker-Planck equation. Since the values of F0 and
 Fn are supplied by boundary conditions, the first and last rows of equations (3.56) are
 ignored in the solution procedure. The time course of F is now obtained by advancing
 the solution of equation (3.56) over the interval [tk, tk+1] in m steps of size ∆t. In
 the previous notation, the trapezoidal quadrature leads to the integrated system of
 equations[I − ∆t
 2AR
 ]F(q+1) =
 [I +
 ∆t
 2AR
 ]F(q) (3.57)
 where I is the identity matrix. In practice, the transitional CDF can either be initialised
 at time tk using a step function initial condition or at time tk + ∆t using the Normal
 CDF approximation. The vector of values of f , the transitional PDF, at the Chebyshev
 nodes at tk+1 is computed directly from F by the formula f = DMDF.
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 3.5.4 Mapping functions
 The Chebyshev-collocation procedures described in Subsections 3.5.2 and 3.5.3 may
 require the sample space of the original process to be mapped into [−1, 1]. Several
 useful mapping functions are available for this purpose. If the original sample space
 [a, b] is a finite interval of the real line then the mapping x = a+(b−a)(z+1)/2 is usually
 the most appropriate choice as it enjoys the important advantage that derivatives with
 respect to x are a constant multiple of derivatives with respect to z. Otherwise, the
 sample space is either R itself or semi-infinite and therefore representable by R+. In
 each of these cases there is a hyperbolic mapping function and an algebraic mapping
 function from the sample space into [−1, 1], giving four mappings in total. Details of
 these mapping functions, including protocols for choosing values for their parameters
 are now described. In these protocols the parameters are assigned different values
 for each transition so as to map the initial observation Xk onto a node in [−1, 1],
 and to ensure that the majority of the nodes in [−1, 1] lie in the main body of the
 transitional PDF. This implies that, by contrast with the finite-difference and finite-
 element procedures, the nodes x0, . . . , xn differ from transition to transition.
 Hyperbolic mapping of (−∞,∞) The mapping z = η(x) = tanhα(x − L) maps
 the interval (−∞, L] into (−1, 0] and [L,∞) into [0, 1) with α playing the role of a
 scaling parameter. With this choice
 dz
 dx= α sech2α(x− L) = α(1− z2) . (3.58)
 Given observations X0, . . . , XN , let the largest change in X in a single transition be
 denoted by J and define the points in [a, b]
 Xmin = Xk − J Xmax = Xk + J
 between which the bulk of the nodes will be deployed.
 It is straightforward to demonstrate that the requirement that these points be distrib-
 uted symmetrically when mapped into [−1, 1] such that
 zmin + zmax = 0
 ensures that the parameter L = Xk. As L is the point in [a, b] that maps to z = 0 this
 result guarantees that the initial observation Xk will be placed onto node zn/2 = 0,
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 provided that n is even. Once the value of L is known, the value of α is chosen to
 ensure that a most of the available nodes are distributed between Xmin and Xmax. The
 strategy described here involves the user specifying the node zmax onto which Xmax is
 mapped. As a rule of thumb zmax may be set such that only 10% to 20% of the nodes
 are located in the region (zmax , 1]. This strategy results in the following formula for
 the α parameter
 α =− log [tan(θmax/2)]
 Xmax −Xk(3.59)
 where θmax = arccos(zmax).
 Algebraic mapping of (−∞,∞) The mapping z = η(x) = α(x−L)/√
 1 + α2(x− L)2
 maps the interval (−∞, L] into (−1, 0] and [L,∞) into [0, 1) with α playing the role of
 a scaling parameter. With this choice
 dz
 dx=
 α[1 + α2(x− L)2
 ]3/2= α(1− z2)3/2 . (3.60)
 The requirements of the mapping are identical to those described in the previous dis-
 cussion of the hyperbolic mapping. Using the notation of the previous paragraph, the
 requirement that zmin +zmax = 0 is again met by choosing L = Xk without any need to
 restrict the value of α. This choice for L ensures that Xk maps onto node zn/2 provided
 that n is even. Once the value of L is known, the value of α is determined by the user
 specifying the node zmax onto which the point Xmax is mapped. This strategy gives
 the following formula for the parameter α
 α =1
 tan(θmax)(Xmax −Xk)(3.61)
 where θmax = arccos(zmax).
 Hyperbolic mapping of [0,∞) The mapping z = η(x) = 1−2e−(x/L)γmaps [0,∞)
 into [−1, 1] where the values of the scale length L and parameter γ are to be chosen.
 With this choice
 dz
 dx=
 2γ
 L(x/L)γ−1 e−(x/L)γ
 =γ(1− z)
 L
 (log
 [ 21− z
 ])1−1/γ. (3.62)
 The procedure for choosing the values for the parameters L and γ in this instance
 is more complicated than that used when the sample space is R. Given observations
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 X0, . . . , XN , let the largest positive change in X in a single transition be denoted by Jr
 and define the point in [a, b]
 Xmax = Xk + Jr
 where the bulk of the nodes are now to be deployed between 0 and Xmax.
 The parameters L and γ are determined simultaneously by the user’s choice of the
 nodes zmax and zk onto which Xmax and Xk are to be mapped. As before zmax can be
 set such that, for example, 10% to 20% of the nodes in [−1, 1] are located in the region
 (zmax , 1]. A simple sectioning rule is then applied so that if say Xk/Xmax = ϕ then Xk
 is mapped onto a node, zk, such that roughly (1−ϕ)100% of the nodes below zmax are
 also below zk, keeping in mind that zk must lie somewhere between zmax+1 and zn−1.
 The final formulae for the parameters under this approach are
 γ =log
 (log [sin(θk/2)]
 log [sin(θmax/2)]
 )
 log(
 XkXmax
 ) (3.63)
 and
 L =Xk(
 − 2 log [sin(θk/2)])1/γ
 . (3.64)
 where θk = arccos(zk).
 The strategy described here for setting the values of the parameters of the mapping
 function works well provided that the main body of the transitional PDF is located
 reasonably close to the origin. If the transitional PDF is distant from the origin, a
 procedure mimicking the strategy outlined when the sample space is R will perform
 better.
 Algebraic mapping of [0,∞) The mapping z = (xγ − Lγ)/(xγ + Lγ) maps [0,∞)
 into [−1, 1] where the values of the scale length L and parameter γ are to be chosen.
 With this choice for η(x) we have
 dz
 dx=
 2γLγxγ−1
 (xγ + Lγ
 )2 =γ
 2L(1 + z)1−1/γ (1− z)1+1/γ . (3.65)
 The parameters of the mapping function may be set by means of the procedure used
 for the hyperbolic mapping of the semi-infinite domain. Using the notation introduced
 in that paragraph, this procedure gives the following formulae for the parameters
 γ =2 log
 (tan(θmax)tan(θk)
 )
 log(
 XkXmax
 ) (3.66)
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 and
 L =Xk(1
 tan(θk)
 )2/γ(3.67)
 where θk = arccos(zk).
 3.6 Log-likelihood computation
 The efficacy of the numerical procedures depends on the accuracy with which they can
 compute the log-likelihood of a sample. Accordingly, this section outlines a simula-
 tion experiment designed to investigate the the accuracy of log-likelihood computation
 for each of the three numerical procedures. The experiment involves the simulation
 of samples of the CIR and OU processes and the comparison of the log-likelihood of
 the resultant samples computed by the various numerical procedures with values ob-
 tained from the closed-form expressions for the CIR and OU transitional PDFs. In
 the experiment each of the numerical procedures will be implemented using both the
 transitional PDF approach and the transitional CDF approach. In order to ensure a
 fair comparison between the PDF- and CDF-based approaches, the initial condition for
 the cumulative approach will be specified with and without the aid of the CDF of the
 Normal distribution.
 2000 samples containing N = 500 transitions are generated for both the CIR and
 OU processes using the procedure and parameters described in Subsection 1.2.2. The
 log-likelihood of each sample is computed using the following approaches:
 1. Exact Likelihood - based on the known closed form expressions for the transi-
 tional PDFs of the CIR and OU processes.
 2. Finite-difference approach - the PDF specification initialised using the Jensen
 and Poulsen (JP) approximation of the transitional PDF at time tk + ∆t and
 two versions of the CDF specification (one initialised at time tk using a step
 function and the other initialised at time tk + ∆t using the JP approximation)
 are used. All of the different specifications are run at all possible combinations
 of ∆x = 0.005, 0.002, 0.001 and ∆t = 1/120, 1/240, 1/600, 1/1200.
 3. Finite-element approach - the PDF specification (with JP initial condition)
 and two CDF specifications (with step and JP initial conditions respectively) are

Page 105
                        

3.6. LOG-LIKELIHOOD COMPUTATION 91
 used. All of the different specifications are run at all possible combinations of
 n = 50, 100, 200 and ∆t = 1/120, 1/240, 1/600, 1/1200.
 4. Chebyshev-collocation approach - the PDF specification (with JP initial con-
 dition) and two CDF specifications (with step and JP initial conditions respec-
 tively) are used. Two different mapping functions (one hyperbolic and one al-
 gebraic) are implemented for each process. 10% of the nodes are placed in the
 tail of the distribution when setting the mapping parameters3. All of the dif-
 ferent specifications are run at all possible combinations of n = 20, 30, 50 and
 ∆t = 1/120, 1/240, 1/600, 1/1200.
 The maximum absolute relative error, mean absolute relative error and the mean
 squared relative error between the various numerical estimates of log-likelihood and
 the exact log-likelihood over 2000 repetitions are presented in Tables 3.1 - 3.8. Tables
 3.1 (CIR) and 3.2 (OU) present the results for the finite-difference approach. Tables
 3.3 (CIR) and 3.4 (OU) present the results for the finite-element approach. Tables 3.5
 (hyperbolic mapping) and 3.6 (algebraic mapping) present the results for the applica-
 tion of the Chebyshev-collocation approach to the CIR process. Tables 3.7 (hyperbolic
 mapping) and 3.8 (algebraic mapping) present the results for the application of the
 Chebyshev-collocation approach to the OU process.
 3Other proportions, such as 20% and 30% were used, but the choice of 10% returned the best results.
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 Measures of relative error∆x Max. Absolute Mean Absolute Mean Squared
 PDF approach with JP initial condition0.005 1.132× 10−2 2.561× 10−3 1.036× 10−5
 ∆t = 1/120 0.002 2.737× 10−3 2.866× 10−4 1.751× 10−7
 0.001 1.236× 10−3 6.123× 10−5 8.989× 10−9
 0.005 1.783× 10−2 5.352× 10−3 3.882× 10−5
 ∆t = 1/240 0.002 5.845× 10−3 6.618× 10−4 8.838× 10−7
 0.001 1.622× 10−3 9.090× 10−5 2.574× 10−8
 0.005 1.744× 10−1 9.211× 10−3 1.624× 10−4
 ∆t = 1/600 0.002 1.236× 10−2 2.764× 10−3 1.143× 10−5
 0.001 3.825× 10−3 3.189× 10−4 2.529× 10−7
 0.005 2.848× 10−1 1.105× 10−2 3.267× 10−4
 ∆t = 1/1200 0.002 3.413× 10−2 6.495× 10−3 5.190× 10−5
 0.001 7.472× 10−3 9.866× 10−4 1.885× 10−6
 CDF approach with step initial condition0.005 2.601× 10−2 8.228× 10−3 8.109× 10−5
 ∆t = 1/120 0.002 6.159× 10−3 1.314× 10−3 2.595× 10−6
 0.001 1.531× 10−1 5.744× 10−3 2.910× 10−4
 0.005 2.601× 10−2 8.232× 10−3 8.116× 10−5
 ∆t = 1/240 0.002 6.177× 10−3 1.315× 10−3 2.599× 10−6
 0.001 3.074× 10−3 4.784× 10−4 3.663× 10−7
 0.005 2.601× 10−2 8.233× 10−3 8.118× 10−5
 ∆t = 1/600 0.002 6.184× 10−3 1.315× 10−3 2.601× 10−6
 0.001 3.070× 10−3 4.784× 10−4 3.663× 10−7
 0.005 2.601× 10−2 8.234× 10−3 8.118× 10−5
 ∆t = 1/1200 0.002 6.184× 10−3 1.315× 10−3 2.601× 10−6
 0.001 3.070× 10−3 4.784× 10−4 3.663× 10−7
 CDF approach with JP initial condition0.005 2.153× 10−2 4.439× 10−3 2.715× 10−5
 ∆t = 1/120 0.002 2.196× 10−3 3.933× 10−4 2.510× 10−7
 0.001 1.043× 10−3 1.036× 10−4 2.003× 10−8
 0.005 2.228× 10−2 4.558× 10−3 2.861× 10−5
 ∆t = 1/240 0.002 2.062× 10−3 3.963× 10−4 2.536× 10−7
 0.001 1.015× 10−3 1.014× 10−4 1.919× 10−8
 0.005 2.373× 10−2 5.007× 10−3 3.398× 10−5
 ∆t = 1/600 0.002 2.217× 10−3 4.115× 10−4 2.753× 10−7
 0.001 1.135× 10−3 1.017× 10−4 1.932× 10−8
 0.005 2.477× 10−2 5.542× 10−3 4.059× 10−5
 ∆t = 1/1200 0.002 2.619× 10−3 4.465× 10−4 3.333× 10−7
 0.001 1.272× 10−3 1.031× 10−4 1.998× 10−8
 Table 3.1: Measures of relative error in the calculation of log-likelihood for the CIR process using
 the various finite-difference procedures and based on 2000 simulations.
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 Measures of relative error∆x Max. Absolute Mean Absolute Mean Squared
 PDF approach with JP initial condition0.005 6.604× 10−3 1.608× 10−3 4.007× 10−6
 ∆t = 1/120 0.002 7.342× 10−4 1.155× 10−4 2.194× 10−8
 0.001 3.216× 10−4 3.377× 10−5 2.288× 10−9
 0.005 1.815× 10−2 6.336× 10−3 4.917× 10−5
 ∆t = 1/240 0.002 7.106× 10−4 1.337× 10−4 2.840× 10−8
 0.001 2.211× 10−4 3.159× 10−5 1.731× 10−9
 0.005 2.822× 10−2 1.103× 10−2 1.408× 10−4
 ∆t = 1/600 0.002 4.270× 10−3 1.046× 10−3 1.667× 10−6
 0.001 1.902× 10−4 3.277× 10−5 1.790× 10−9
 0.005 3.049× 10−2 1.221× 10−2 1.722× 10−4
 ∆t = 1/1200 0.002 1.351× 10−2 5.102× 10−3 3.193× 10−5
 0.001 5.250× 10−4 1.306× 10−4 2.686× 10−8
 CDF approach with step initial condition0.005 1.278× 10−2 4.998× 10−3 2.981× 10−5
 ∆t = 1/120 0.002 3.472× 10−3 9.079× 10−4 1.263× 10−6
 0.001 2.583× 10−3 4.832× 10−4 3.667× 10−7
 0.005 1.278× 10−2 5.004× 10−3 2.987× 10−5
 ∆t = 1/240 0.002 3.448× 10−3 9.089× 10−4 1.265× 10−6
 0.001 1.546× 10−3 3.865× 10−4 2.305× 10−7
 0.005 1.279× 10−2 5.005× 10−3 2.989× 10−5
 ∆t = 1/600 0.002 3.441× 10−3 9.093× 10−4 1.265× 10−6
 0.001 1.541× 10−3 3.865× 10−4 2.305× 10−7
 0.005 1.279× 10−2 5.006× 10−3 2.989× 10−5
 ∆t = 1/1200 0.002 3.440× 10−3 9.093× 10−4 1.266× 10−6
 0.001 1.542× 10−3 3.865× 10−4 2.305× 10−7
 CDF approach with JP initial condition0.005 4.868× 10−3 1.819× 10−3 4.448× 10−6
 ∆t = 1/120 0.002 1.234× 10−3 2.175× 10−4 7.354× 10−8
 0.001 4.618× 10−4 5.850× 10−5 5.748× 10−9
 0.005 4.936× 10−3 1.836× 10−3 4.524× 10−6
 ∆t = 1/240 0.002 1.173× 10−3 2.203× 10−4 7.504× 10−8
 0.001 3.639× 10−4 5.679× 10−5 5.155× 10−9
 0.005 5.548× 10−3 2.039× 10−3 5.541× 10−6
 ∆t = 1/600 0.002 1.156× 10−3 2.219× 10−4 7.603× 10−8
 0.001 3.339× 10−4 5.713× 10−5 5.174× 10−9
 0.005 6.950× 10−3 2.457× 10−3 7.873× 10−6
 ∆t = 1/1200 0.002 1.143× 10−3 2.225× 10−4 7.664× 10−8
 0.001 3.299× 10−4 5.729× 10−5 5.196× 10−9
 Table 3.2: Measures of relative error in the calculation of log-likelihood for the OU process using
 the various finite-difference procedures and based on 2000 simulations.
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 Measures of relative errorn Max. Absolute Mean Absolute Mean Squared
 PDF approach with JP initial condition50 1.847× 10−2 6.636× 10−4 1.591× 10−6
 ∆t = 1/120 100 5.921× 10−4 1.510× 10−4 2.604× 10−8
 200 2.860× 10−4 3.953× 10−5 2.453× 10−9
 50 1.821× 10−2 8.741× 10−4 2.113× 10−6
 ∆t = 1/240 100 6.569× 10−4 2.037× 10−4 4.443× 10−8
 200 1.788× 10−4 5.041× 10−5 2.798× 10−9
 50 1.706× 10−2 1.346× 10−3 3.292× 10−6
 ∆t = 1/600 100 1.036× 10−3 3.048× 10−4 9.766× 10−8
 200 2.207× 10−4 7.598× 10−5 6.048× 10−9
 50 4.523× 10−2 7.269× 10−3 8.762× 10−5
 ∆t = 1/1200 100 2.657× 10−3 4.163× 10−4 1.889× 10−7
 200 3.286× 10−4 1.045× 10−4 1.135× 10−8
 CDF approach with step initial condition50 1.909× 10−2 2.798× 10−4 1.529× 10−6
 ∆t = 1/120 100 9.070× 10−1 5.570× 10−2 2.068× 10−2
 200 1.269× 10+0 6.818× 10−1 4.833× 10−1
 50 1.907× 10−2 2.530× 10−4 1.639× 10−6
 ∆t = 1/240 100 2.462× 10−3 1.874× 10−4 7.514× 10−8
 200 8.435× 10−1 3.332× 10−1 1.392× 10−1
 50 1.907× 10−2 2.612× 10−4 1.777× 10−6
 ∆t = 1/600 100 4.961× 10−4 3.877× 10−5 2.872× 10−9
 200 7.857× 10−4 6.867× 10−5 1.221× 10−8
 50 1.907× 10−2 2.614× 10−4 1.777× 10−6
 ∆t = 1/1200 100 4.958× 10−4 3.878× 10−5 2.885× 10−9
 200 2.126× 10−4 9.499× 10−6 2.019× 10−10
 CDF approach with JP initial condition50 1.916× 10−2 2.084× 10−4 1.487× 10−6
 ∆t = 1/120 100 4.557× 10−4 3.803× 10−5 2.545× 10−9
 200 2.463× 10−4 2.412× 10−5 1.043× 10−9
 50 1.918× 10−2 2.204× 10−4 1.628× 10−6
 ∆t = 1/240 100 4.313× 10−4 3.073× 10−5 1.925× 10−9
 200 2.152× 10−4 9.590× 10−6 1.920× 10−10
 50 1.916× 10−2 2.315× 10−4 1.768× 10−6
 ∆t = 1/600 100 4.396× 10−4 3.057× 10−5 2.012× 10−9
 200 2.222× 10−4 7.320× 10−6 1.407× 10−10
 50 1.913× 10−2 2.353× 10−4 1.770× 10−6
 ∆t = 1/1200 100 4.422× 10−4 3.077× 10−5 2.056× 10−9
 200 2.233× 10−4 7.305× 10−6 1.426× 10−10
 Table 3.3: Measures of relative error in the calculation of log-likelihood for the CIR process using
 the various finite-element procedures and based on 2000 simulations.
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 Measures of relative errorn Max. Absolute Mean Absolute Mean Squared
 PDF approach with JP initial condition50 7.220× 10−4 4.060× 10−4 1.730× 10−7
 ∆t = 1/120 100 3.068× 10−4 1.024× 10−4 1.184× 10−8
 200 2.555× 10−4 3.105× 10−5 1.655× 10−9
 50 8.251× 10−4 5.368× 10−4 2.963× 10−7
 ∆t = 1/240 100 2.092× 10−4 1.354× 10−4 1.879× 10−8
 200 1.036× 10−4 3.367× 10−5 1.230× 10−9
 50 1.065× 10−3 7.792× 10−4 6.161× 10−7
 ∆t = 1/600 100 2.791× 10−4 2.017× 10−4 4.110× 10−8
 200 7.168× 10−5 4.997× 10−5 2.526× 10−9
 50 2.918× 10−3 1.025× 10−3 1.073× 10−6
 ∆t = 1/1200 100 3.588× 10−4 2.747× 10−4 7.598× 10−8
 200 8.970× 10−5 6.863× 10−5 4.742× 10−9
 CDF approach with step initial condition50 7.007× 10−3 8.590× 10−4 1.378× 10−6
 ∆t = 1/120 100 1.414× 10+0 7.906× 10−1 6.586× 10−1
 200 9.617× 10−1 5.591× 10−1 3.263× 10−1
 50 9.113× 10−4 8.627× 10−5 1.363× 10−8
 ∆t = 1/240 100 1.397× 10−2 2.105× 10−3 8.534× 10−6
 200 8.535× 10−1 4.079× 10−1 2.322× 10−1
 50 9.754× 10−4 8.711× 10−5 1.449× 10−8
 ∆t = 1/600 100 1.907× 10−4 1.959× 10−5 6.692× 10−10
 200 2.873× 10−2 1.028× 10−3 2.729× 10−6
 50 9.849× 10−4 8.729× 10−5 1.466× 10−8
 ∆t = 1/1200 100 1.964× 10−4 1.958× 10−5 6.797× 10−10
 200 4.663× 10−5 5.297× 10−6 4.912× 10−11
 CDF approach with JP initial condition50 6.499× 10−4 7.032× 10−5 8.617× 10−9
 ∆t = 1/120 100 1.785× 10−4 2.673× 10−5 1.166× 10−9
 200 2.238× 10−4 2.267× 10−5 9.315× 10−10
 50 8.643× 10−4 7.181× 10−5 1.033× 10−8
 ∆t = 1/240 100 1.448× 10−4 1.684× 10−5 4.696× 10−10
 200 6.108× 10−5 6.966× 10−5 8.053× 10−11
 50 9.467× 10−4 7.375× 10−5 1.171× 10−8
 ∆t = 1/600 100 1.843× 10−4 1.628× 10−5 4.988× 10−10
 200 4.019× 10−5 4.098× 10−6 2.953× 10−11
 50 9.590× 10−4 7.447× 10−5 1.208× 10−8
 ∆t = 1/1200 100 1.904× 10−4 1.635× 10−5 5.161× 10−10
 200 4.533× 10−5 4.040× 10−6 3.087× 10−11
 Table 3.4: Measures of relative error in the calculation of log-likelihood for the OU process using
 the various finite-element procedures and based on 2000 simulations.
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 Measures of relative errorn Max. Absolute Mean Absolute Mean Squared
 PDF approach with JP initial condition20 1.130× 10−1 1.796× 10−2 5.858× 10−4
 ∆t = 1/120 30 5.989× 10−2 3.121× 10−3 5.834× 10−5
 50 1.874× 10−2 7.600× 10−5 7.728× 10−7
 20 1.579× 10−1 3.451× 10−2 1.836× 10−3
 ∆t = 1/240 30 6.644× 10−2 9.140× 10−3 1.581× 10−4
 50 2.068× 10−2 5.521× 10−4 7.967× 10−6
 20 3.003× 10−1 1.445× 10−1 2.270× 10−2
 ∆t = 1/600 30 1.599× 10−1 4.881× 10−2 3.030× 10−5
 50 5.117× 10−2 4.563× 10−3 5.160× 10−5
 20 4.103× 10−1 2.449× 10−1 6.205× 10−2
 ∆t = 1/1200 30 2.697× 10−1 1.357× 10−1 1.966× 10−2
 50 9.608× 10−2 2.397× 10−2 7.994× 10−4
 CDF approach with step initial condition20 2.300× 10−2 1.153× 10−3 8.670× 10−6
 ∆t = 1/120 30 1.896× 10−2 2.670× 10−4 4.204× 10−7
 50 1.683× 10−2 1.275× 10−4 4.212× 10−7
 20 2.302× 10−2 1.160× 10−3 8.844× 10−6
 ∆t = 1/240 30 1.896× 10−2 2.734× 10−4 5.430× 10−7
 50 1.600× 10−2 8.857× 10−5 1.390× 10−7
 20 2.303× 10−2 1.160× 10−3 8.845× 10−6
 ∆t = 1/600 30 1.897× 10−2 2.736× 10−4 5.434× 10−7
 50 1.600× 10−2 8.844× 10−5 1.389× 10−7
 20 2.303× 10−2 1.160× 10−3 8.845× 10−6
 ∆t = 1/1200 30 1.897× 10−2 2.736× 10−4 5.434× 10−7
 50 1.600× 10−2 8.844× 10−5 1.389× 10−7
 CDF approach with JP initial condition20 2.172× 10−2 1.001× 10−3 1.316× 10−5
 ∆t = 1/120 30 2.231× 10−2 1.013× 10−3 1.127× 10−5
 50 2.275× 10−2 1.059× 10−3 9.450× 10−6
 20 2.291× 10−2 1.115× 10−3 9.329× 10−6
 ∆t = 1/240 30 1.781× 10−2 5.335× 10−5 3.040× 10−7
 50 1.804× 10−2 7.257× 10−5 3.124× 10−7
 20 1.853× 10−2 1.542× 10−4 4.809× 10−7
 ∆t = 1/600 30 1.876× 10−2 1.994× 10−4 3.724× 10−7
 50 2.520× 10−4 2.236× 10−5 9.470× 10−10
 20 3.364× 10−4 6.643× 10−6 1.744× 10−10
 ∆t = 1/1200 30 1.616× 10−2 1.774× 10−5 1.310× 10−7
 50 1.612× 10−2 3.487× 10−5 1.315× 10−7
 Table 3.5: Measures of relative error in the calculation of log-likelihood for the CIR process using the
 various Chebyshev-collocation procedures and based on 2000 simulations. The hyberbolic mapping
 of the semi-infinite domain is used.
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 Measures of relative errorn Max. Absolute Mean Absolute Mean Squared
 PDF approach with JP initial condition20 1.444× 10−1 1.177× 10−2 3.048× 10−4
 ∆t = 1/120 30 4.229× 10−2 1.357× 10−3 2.381× 10−5
 50 5.765× 10−4 2.413× 10−5 1.345× 10−9
 20 1.542× 10−1 1.843× 10−2 5.974× 10−4
 ∆t = 1/240 30 6.102× 10−2 5.369× 10−3 1.049× 10−4
 50 1.876× 10−2 1.348× 10−4 1.767× 10−6
 20 2.159× 10−1 5.695× 10−2 4.525× 10−3
 ∆t = 1/600 30 8.686× 10−2 1.480× 10−2 3.590× 10−4
 50 3.774× 10−2 1.713× 10−3 2.402× 10−5
 20 3.244× 10−1 1.429× 10−1 2.262× 10−2
 ∆t = 1/1200 30 1.753× 10−1 4.825× 10−2 3.156× 10−3
 50 5.484× 10−2 7.120× 10−3 9.6667× 10−5
 CDF approach with step initial condition20 4.004× 10−2 1.248× 10−3 1.545× 10−5
 ∆t = 1/120 30 1.864× 10−2 2.342× 10−4 1.431× 10−6
 50 1.453× 10−1 1.925× 10−3 3.417× 10−5
 20 4.003× 10−2 1.245× 10−3 1.543× 10−5
 ∆t = 1/240 30 1.864× 10−2 2.389× 10−4 1.576× 10−6
 50 2.915× 10−4 4.616× 10−5 3.694× 10−9
 20 4.003× 10−2 1.244× 10−3 1.543× 10−5
 ∆t = 1/600 30 1.864× 10−2 2.392× 10−4 1.577× 10−6
 50 2.645× 10−4 4.544× 10−5 3.596× 10−9
 20 4.003× 10−2 1.244× 10−3 1.543× 10−5
 ∆t = 1/1200 30 1.864× 10−2 2.392× 10−4 1.577× 10−6
 50 2.638× 10−4 4.546× 10−5 3.596× 10−9
 CDF approach with JP initial condition20 4.279× 10−2 1.371× 10−3 2.280× 10−5
 ∆t = 1/120 30 1.846× 10−2 8.467× 10−5 7.726× 10−7
 50 6.919× 10−4 2.390× 10−5 1.724× 10−9
 20 4.013× 10−2 1.356× 10−3 2.061× 10−5
 ∆t = 1/240 30 1.842× 10−2 1.341× 10−4 1.530× 10−6
 50 2.540× 10−4 6.556× 10−6 1.356× 10−10
 20 4.006× 10−2 1.272× 10−3 1.755× 10−5
 ∆t = 1/600 30 1.834× 10−2 1.811× 10−4 1.810× 10−6
 50 2.522× 10−4 4.623× 10−6 2.038× 10−10
 20 4.006× 10−2 1.246× 10−3 1.633× 10−5
 ∆t = 1/1200 30 1.846× 10−2 2.070× 10−4 1.821× 10−6
 50 2.521× 10−4 1.086× 10−5 4.042× 10−10
 Table 3.6: Measures of relative error in the calculation of log-likelihood for the CIR process using the
 various Chebyshev-collocation procedures and based on 2000 simulations. The algebraic mapping
 of the semi-infinite domain is used.
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 Measures of relative errorn Max. Absolute Mean Absolute Mean Squared
 PDF approach with JP initial condition20 1.520× 10−3 2.397× 10−4 1.037× 10−7
 ∆t = 1/120 30 5.599× 10−2 7.823× 10−5 1.177× 10−8
 50 2.308× 10−4 2.630× 10−5 1.315× 10−9
 20 1.832× 10−2 4.934× 10−4 4.451× 10−6
 ∆t = 1/240 30 5.408× 10−4 7.218× 10−5 1.073× 10−8
 50 1.759× 10−4 1.524× 10−5 5.985× 10−10
 20 7.777× 10−2 6.540× 10−3 1.910× 10−4
 ∆t = 1/600 30 3.109× 10−3 1.055× 10−4 4.579× 10−8
 50 1.827× 10−4 1.348× 10−5 5.782× 10−10
 20 1.441× 10−1 3.167× 10−2 1.845× 10−3
 ∆t = 1/1200 30 3.988× 10−2 3.044× 10−4 1.814× 10−6
 50 1.586× 10−2 2.273× 10−5 1.268× 10−7
 CDF approach with step initial condition20 7.946× 10−4 9.486× 10−5 1.518× 10−8
 ∆t = 1/120 30 1.596× 10−3 1.600× 10−4 5.740× 10−8
 50 7.739× 10−1 5.572× 10−2 2.078× 10−2
 20 6.615× 10−4 9.346× 10−5 1.466× 10−8
 ∆t = 1/240 30 3.552× 10−4 4.160× 10−5 2.981× 10−9
 50 8.767× 10−4 5.540× 10−5 8.888× 10−9
 20 6.973× 10−4 9.385× 10−5 1.482× 10−8
 ∆t = 1/600 30 3.181× 10−4 4.142× 10−5 2.927× 10−9
 50 1.279× 10−4 1.506× 10−5 3.921× 10−10
 20 7.313× 10−4 9.392× 10−5 1.486× 10−8
 ∆t = 1/1200 30 3.126× 10−4 4.146× 10−5 2.928× 10−9
 50 1.223× 10−4 1.504× 10−5 3.888× 10−10
 CDF approach with JP initial condition20 5.639× 10−4 2.287× 10−5 1.068× 10−9
 ∆t = 1/120 30 2.327× 10−4 2.247× 10−5 9.669× 10−10
 50 2.307× 10−4 2.237× 10−5 9.585× 10−10
 20 1.759× 10−2 5.639× 10−5 7.376× 10−7
 ∆t = 1/240 30 5.135× 10−5 5.943× 10−6 6.412× 10−11
 50 7.336× 10−5 5.946× 10−6 7.120× 10−11
 20 1.784× 10−2 6.722× 10−5 8.978× 10−7
 ∆t = 1/600 30 1.895× 10−4 2.156× 10−6 7.729× 10−11
 50 1.078× 10−5 9.778× 10−7 1.878× 10−12
 20 1.753× 10−2 6.768× 10−5 5.979× 10−7
 ∆t = 1/1200 30 2.397× 10−4 2.961× 10−6 1.252× 10−10
 50 7.616× 10−6 2.474× 10−7 1.724× 10−13
 Table 3.7: Measures of relative error in the calculation of log-likelihood for the OU process using the
 various Chebyshev-collocation procedures and based on 2000 simulations. The hyberbolic mapping
 of the infinite domain is used.

Page 113
                        

3.6. LOG-LIKELIHOOD COMPUTATION 99
 Measures of relative errorn Max. Absolute Mean Absolute Mean Squared
 PDF approach with JP initial condition20 3.576× 10−2 6.328× 10−4 8.637× 10−6
 ∆t = 1/120 30 1.828× 10−3 4.358× 10−5 6.653× 10−9
 50 2.348× 10−4 2.239× 10−5 9.384× 10−10
 20 3.575× 10−2 6.120× 10−4 8.172× 10−6
 ∆t = 1/240 30 1.683× 10−2 8.078× 10−5 5.596× 10−7
 50 7.371× 10−5 6.221× 10−6 6.821× 10−11
 20 1.392× 10−1 8.338× 10−4 3.618× 10−5
 ∆t = 1/600 30 3.393× 10−3 7.053× 10−5 3.810× 10−8
 50 3.663× 10−5 2.282× 10−6 9.811× 10−12
 20 2.214× 10−1 6.059× 10−3 4.913× 10−4
 ∆t = 1/1200 30 5.776× 10−2 3.670× 10−4 3.366× 10−6
 50 2.121× 10−3 9.785× 10−6 5.103× 10−9
 CDF approach with step initial condition20 3.587× 10−2 7.314× 10−4 8.744× 10−6
 ∆t = 1/120 30 7.546× 10−1 4.869× 10−2 1.725× 10−2
 50 1.137× 10+0 6.903× 10−1 4.924× 10−1
 20 3.586× 10−2 6.377× 10−4 8.637× 10−6
 ∆t = 1/240 30 1.710× 10−2 1.205× 10−4 9.955× 10−7
 50 4.832× 10−1 1.887× 10−2 3.854× 10−3
 20 3.585× 10−2 6.395× 10−4 8.638× 10−6
 ∆t = 1/600 30 1.711× 10−2 1.244× 10−4 1.281× 10−6
 50 2.094× 10−4 6.407× 10−6 9.249× 10−11
 20 3.585× 10−2 6.398× 10−4 8.639× 10−6
 ∆t = 1/1200 30 1.711× 10−2 1.249× 10−4 1.282× 10−6
 50 2.249× 10−4 6.419× 10−6 9.770× 10−11
 CDF approach with JP initial condition20 3.576× 10−2 6.428× 10−4 8.799× 10−6
 ∆t = 1/120 30 1.934× 10−3 4.365× 10−5 6.896× 10−9
 50 2.348× 10−4 2.239× 10−5 9.384× 10−10
 20 3.575× 10−2 6.556× 10−4 8.963× 10−6
 ∆t = 1/240 30 1.683× 10−2 8.117× 10−5 5.611× 10−7
 50 7.371× 10−5 6.222× 10−6 6.821× 10−11
 20 3.573× 10−2 6.579× 10−4 8.962× 10−6
 ∆t = 1/600 30 1.711× 10−2 1.144× 10−4 1.132× 10−6
 50 1.848× 10−5 2.269× 10−6 9.193× 10−12
 20 3.573× 10−2 6.594× 10−4 8.960× 10−6
 ∆t = 1/1200 30 1.705× 10−2 1.092× 10−4 9.936× 10−7
 50 2.556× 10−5 2.175× 10−6 9.357× 10−12
 Table 3.8: Measures of relative error in the calculation of log-likelihood for the OU process using the
 various Chebyshev-collocation procedures and based on 2000 simulations. The algebraic mapping
 of the infinite domain is used.
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 A number of important general findings are apparent from these tables.
 1. All of the numerical procedures deliver highly accurate estimates of log-likelihood.
 2. The PDF specifications of the numerical procedures are often less accurate than
 would be anticipated at fine temporal resolutions, because when ∆t is small the
 JP initial condition may be distinguishable from zero at only a few (or even zero)
 nodes. This highlights a possible problem with the PDF specifications in para-
 meter estimation applications. If the optimisation routine proposes parameter
 values that cause the initial condition to be not very diffuse relative to the chosen
 spatial discretisation, the resulting estimate of log-likelihood will be inaccurate
 and in extreme cases may even cause the optimisation procedure to fail.
 3. The CDF specifications with the step function initial condition can be imple-
 mented successfully. This is an important contribution because it provides a
 method for circumventing the delta function initial condition without using an
 approximation. The results do reveal, however, that a relatively fine temporal
 discretisation is needed to smooth the extremely discountinuous initial condition.
 4. The CDF specifications using the cumulative Normal initial condition based on
 the JP approximation are generally as accurate as, and more robust than, the
 equivalent PDF specifications.
 5. In the Chebyshev-collocation procedure there does not seem to be much difference
 between the results for the hyperbolic and algebraic mappings. The choice be-
 tween the two types of mapping function is therefore largely a matter of personal
 preference.
 6. The various numerical procedures provide roughly comparable accuracy at the
 chosen discretisations of state. This finding is largely generated by design, as
 it allows the choice between numerical procedures to be decided on the basis
 of computational efficiency and ease of implementation, rather than accuracy.
 The choice between the finite-difference and finite-element procedures is rela-
 tively straight forward. While the finite-difference approach is perhaps concep-
 tually simpler, in terms of implementation both approaches are very similar and
 entail the repeated solution of a tri-diagonal system of equations. However, the

Page 115
                        

3.7. PARAMETER ESTIMATION 101
 finite-element approach, because it allows spatial nodes to be located more effec-
 tively, is able to return similar accuracy to the finite-difference approach on the
 basis of fewer nodes and is, therefore, likely to be more computationally efficient.
 The Chebyshev-collocation approach uses nodes even more efficiently than the
 finite-element approach, but, it requires the repeated solution of a full system of
 equations and numerous matrix operations, which will serve to offset (and quite
 possibly outweigh) the computational advantage of using even fewer nodes.
 3.7 Parameter estimation
 A second simulation experiment is carried out to investigate the computational effi-
 ciency of the various procedures. In the experiment EML and the various numerical
 procedures are used to estimate the parameters of the CIR and OU models for the
 samples of data generated for the previous experiment. This provides a further check
 on the accuracy of the numerical procedures. Tables 3.9 and 3.10 report the average
 difference between the EML parameter estimates and the estimates from the numerical
 procedures over the 2000 samples for the CIR and OU processes respectively. The
 standard deviation of these differences and the average amount of computational time
 taken per parameter estimation are also reported. All of the numerical procedures use a
 temporal resolution ∆t = 1/120 except for the transitional CDF specifications using the
 step-function initial condition which use ∆t = 1/600. The finite-difference approaches
 are run with ∆x = 0.001, the finite-element approaches are run with n = 100 and the
 Chebyshev-collocation procedures are run with n = 30.
 The results reveal that all of the numerical procedures essentially return the EML pa-
 rameter estimates in each and every sample. In terms of computational efficiency the
 finite-element approach is the quickest, followed by the Chebyshev-collocation approach
 and the finite-difference approach. All of the methods are moderately computationally
 intensive. In summary, the best combination of accuracy, speed and ease of implemen-
 tation is provided by the method of finite elements.
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 Procedure SpecificationMean difference between EML estimate
 and numerical estimate
 Time
 (sec)α β σ
 PDF with JP 5.083× 10−4
 (7.672×10−3)9.939× 10−5
 (2.530×10−3)−1.871× 10−4
 (1.307×10−4)8.13
 Finite Diff. CDF with step 2.214× 10−3
 (1.094×10−2)8.191× 10−5
 (2.844×10−3)−3.378× 10−4
 (2.456×10−4)41.35
 CDF with JP 9.787× 10−4
 (8.212×10−3)1.234× 10−4
 (2.540×10−3)−5.329× 10−4
 (1.974×10−4)8.63
 PDF with JP 4.880× 10−4
 (7.902×10−3)3.678× 10−6
 (2.832×10−3)−1.100× 10−4
 (8.016×10−5)3.00
 Finite Element CDF with step 2.340× 10−3
 (9.728×10−3)−3.249× 10−4
 (2.486×10−3)−1.395× 10−4
 (7.254×10−5)11.96
 CDF with JP 1.899× 10−4
 (9.877×10−3)6.258× 10−5
 (2.456×10−3)−9.753× 10−5
 (8.073×10−5)3.80
 PDF with JP 5.075× 10−4
 (3.129×10−2)1.459× 10−3
 (1.876×10−2)−1.855× 10−4
 (1.974×10−3)9.58
 Cheb. Coll.
 Hyp. MappingCDF with step 1.767× 10−3
 (8.985×10−3)−5.649× 10−4
 (2.679×10−3)−1.509× 10−3
 (4.619×10−4)20.18
 CDF with JP 2.284× 10−4
 (1.116×10−2)−6.866× 10−6
 (2.604×10−3)−2.603× 10−5
 (1.865×10−4)9.42
 PDF with JP −1.018× 10−3
 (2.159×10−2)8.964× 10−4
 (8.192×10−3)4.199× 10−5
 (1.121×10−3)9.34
 Cheb. Coll.
 Alg. MappingCDF with step 4.711× 10−3
 (8.053×10−3)−1.128× 10−3
 (3.072×10−3)−7.829× 10−4
 (4.549×10−4)20.24
 CDF with JP 1.341× 10−4
 (7.926×10−3)9.280× 10−5
 (2.720×10−3)−1.344× 10−5
 (2.666×10−4)9.45
 Table 3.9: Mean difference between EML estimates of the parameters of the CIR model and the
 estimates obtained from a variety of numerical procedures. The average is taken over 2000 different
 samples of the process dX = α(β−X)dt+σ√
 X dW with parameters α = 0.2, β = 0.08 and σ = 0.10.
 The standard deviation of the difference between the estimates in shown in parentheses. The average
 EML parameter estimates over the 2000 samples are α = 0.3097, β = 0.0811 and σ = 0.1002.
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 Procedure SpecificationMean difference between EML estimate
 and numerical estimate
 Time
 (sec)
 α β σ
 PDF with JP −5.136× 10−5
 (5.826×10−3)7.939× 10−5
 (3.052×10−3)−3.657× 10−5
 (2.491×10−5)8.11
 Finite Diff. CDF with step 6.694× 10−4
 (8.720×10−3)9.625× 10−5
 (3.007×10−3)−6.589× 10−5
 (5.148×10−5)41.45
 CDF with JP −2.894× 10−4
 (8.806×10−3)1.033× 10−4
 (3.028×10−3)−1.025× 10−4
 (2.791×10−5)8.86
 PDF with JP −4.661× 10−4
 (1.196×10−2)6.945× 10−5
 (3.046×10−3)−1.952× 10−5
 (2.477×10−5)3.04
 Finite Element CDF with step −6.646× 10−4
 (1.718×10−2)−5.999× 10−5
 (3.067×10−3)−2.329× 10−5
 (3.015×10−5)12.04
 CDF with JP −1.900× 10−4
 (6.098×10−3)8.157× 10−5
 (3.090×10−3)−1.632× 10−5
 (3.079×10−5)3.86
 PDF with JP −4.103× 10−4
 (6.434×10−3)8.184× 10−5
 (3.070×10−3)−1.576× 10−5
 (3.365×10−5)8.87
 Cheb. Coll.
 Hyp. MappingCDF with step 1.824× 10−5
 (3.366×10−3)8.200× 10−5
 (3.046×10−3)−8.244× 10−5
 (2.154×10−5)19.72
 CDF with JP −7.774× 10−5
 (5.026×10−3)7.056× 10−6
 (7.124×10−4)−3.380× 10−6
 (2.270×10−5)9.12
 PDF with JP 2.256× 10−4
 (8.433×10−3)2.329× 10−5
 (1.183×10−3)3.190× 10−6
 (6.111×10−5)8.87
 Cheb. Coll.
 Alg. MappingCDF with step 5.593× 10−4
 (6.336×10−3)−2.878× 10−5
 (1.107×10−3)−2.436× 10−5
 (1.598×10−4)19.83
 CDF with JP 2.368× 10−4
 (8.474×10−3)2.430× 10−5
 (1.032×10−3)3.348× 10−6
 (6.067×10−5)9.03
 Table 3.10: Mean difference between EML estimates of the parameters of the OU model and the
 estimates obtained from a variety of numerical procedures. The average is taken over 2000 different
 samples of the process dX = α(β −X)dt + σ dW with parameters α = 0.2, β = 0.08 and σ = 0.03.
 The standard deviation of the difference between the estimates in shown in parentheses. The average
 EML parameter estimates over the 2000 samples are α = 0.3101, β = 0.0794 and σ = 0.0301.
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 3.8 Conclusion
 This chapter has provided a description and evaluation of three likelihood-based nu-
 merical procedures for estimating the parameters of SDEs: a finite-difference approach,
 a finite-element approach and a Chebyshev-collocation approach. The traditional spec-
 ification of these approaches involves solving the Fokker-Planck equation numerically
 to obtain estimates of the transitional probability density function (PDF). This chapter
 also introduces a reformulation of the Fokker-Planck equation in terms of the transi-
 tional cumulative distribution function (CDF). The CDF specifications of the estima-
 tion approaches are shown to be as accurate as, and more robust than, the equivalent
 PDF specifications. The robustness of the CDF specification results from the fact
 that it is able to circumvent some of the difficulties presented by a delta function ini-
 tial condition. In simulation experiments all of the different approaches are shown to
 compute likelihoods to a high degree of accuracy and to effectively provide exact max-
 imum likelihood parameter estimates. The method of finite elements provides the best
 combination of accuracy, speed and ease of implementation.
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 Hermite Polynomial Expansion
 Approach
 4.1 Introduction
 In the comparative analysis in Chapter 2 of this thesis the estimation procedures based
 on Hermite polynomial expansions (HPEs) provide the best combinations of accuracy
 and speed. These procedures do, however, suffer from the drawback that they are not
 easy to generalise if standard specifications do not provide sufficient accuracy. This
 chapter focusses on a procedure proposed by Aıt-Sahalia (2002) in which a finite HPE
 is used to approximate the transitional PDF. A significant refinement of Aıt-Sahalia’s
 procedure is proposed that allows the dimension of the HPE (and hence the accuracy
 of the procedure) to be increased mechanically with minimal effort from the user.
 The remainder of this chapter comprises five sections. Section 4.2 introduces some
 mathematical concepts that underlie the class of estimation procedures based on HPEs.
 Section 4.3 briefly outlines Aıt-Sahalia’s estimator based on a finite HPE. Section 4.4
 describes the original contribution made in this chapter, namely, an alternative algo-
 rithm for the estimation procedure based on a finite HPE, in which the coefficients of
 the HPE are derived from the local moments of the transitional PDF. A central fea-
 ture of this new algorithm is a system of ordinary differential equations governing the
 evolution of the local moments. Section 4.5 gives the results of simulation experiments
 designed to investigate the accuracy of the new algorithm. Section 4.6 contains the
 105
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 concluding remarks.
 4.2 Mathematical preliminaries
 A formal statement of the parameter estimation problem to be addressed is as follows.
 Given the general one-dimensional time-homogeneous SDE
 dX = µ(X; θ) dt + g(X; θ) dW (4.1)
 the task is to estimate the parameters θ of this SDE from a sample of (N +1) observa-
 tions X0, . . . , XN of the stochastic process at known times t0, . . . , tN . In the statement
 of equation (4.1), dW is the differential of the Wiener process and the instantaneous
 drift µ(x; θ) and instantaneous diffusion g2(x;θ) are prescribed functions of state. The
 ML estimate of θ is obtained by minimising the negative log-likelihood function of the
 observed sample, namely
 − logL(θ) = − log f0(X0 |θ)−N−1∑
 k=0
 log f(Xk+1 |Xk; θ) , (4.2)
 with respect to the parameters θ. In this expression, f0(X0 |θ) is the density of the
 initial state and f(Xk+1 |Xk; θ) ≡ f(
 (Xk+1, tk+1) | (Xk, tk);θ) is the value of the
 transitional PDF at (Xk+1, tk+1) for a process starting at (Xk, tk) and evolving to
 (Xk+1, tk+1) in accordance with equation (4.1). Note that the Markovian property of
 equation (4.1) ensures that the transitional density of Xk+1 at time tk+1 depends on Xk
 alone. It is well known that the transitional PDF, f(x, t), satisfies the Fokker-Planck
 equation∂f
 ∂t=
 ∂
 ∂x
 (12
 ∂(g2(x;θ)f)∂x
 − µ(x; θ)f)
 x ∈ S, t > t0 , (4.3)
 with initial and boundary conditions
 f(x, t0) = δ(x−X0) , x ∈ S ,
 q = µ(x; θ)f − 12
 ∂(g2(x; θ)f)∂x
 = 0 , x ∈ ∂S, t > t0 ,
 (4.4)
 where δ(x) is the Dirac delta function, q = q(x, t) is the flux of probability density at
 time t and state x and ∂S denotes the boundary of the state space S. As has already
 been noted, a closed-form expression for f(x, t) is rarely available.
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 4.2.1 Orthogonal polynomial expansion
 Suppose that φ(x) is a PDF with sample space S. The functions ψ0(x), ψ1(x), · · · are
 said to form a mutually orthogonal family with respect to φ(x) whenever
 ∫
 Sφ(x)ψn(x)ψm(x) dx =
 0 n 6= m
 Cn n = m.
 (4.5)
 where Cn is a constant. For example, in the particular case in which ψj(x) = Pj(x)
 where Pj(x) is a monic polynomial of degree j, then the entire family of polynomials is
 uniquely determined by property (4.5) once φ(x) is specified. Some familiar examples
 of such families of polynomials are Legendre polynomials for the uniform distribution
 over [−1, 1], generalised Laguerre polynomials for Gamma distributions and modified
 Hermite polynomials for the standard Gaussian distribution.
 In general, given a PDF φ(x) with sample space S, the crucial observation is that
 f(x) = φ(x)∞∑
 j=0
 ηjPj(x) (4.6)
 is a function which integrates to unity over S for all values of the coefficients η1, η2, · · ·provided η0 = 1 and the polynomials P0(x), P1(x), · · · are mutually orthogonal over Swith respect to the PDF φ(x). This result follows directly from the observation that
 P0(x) = 1 and the calculation
 ∫
 Sf(x) dx =
 ∫
 Sf(x)P0(x) dx =
 ∞∑
 j=0
 ηj
 ∫
 Sφ(x)Pj(x)P0(x) dx
 = η0
 ∫
 Sφ(x)P0(x)P0(x) dx =
 ∫
 Sφ(x) dx = 1 .
 This idea has practical value in the respect that it suggests a strategy by which an
 analytically amenable trial PDF φ(x) may be used as the basis of an approximation
 of an unknown PDF f(x). The procedure is to approximate f(x) by f(x) by making
 a judicious choice of the coefficients of the expansion (4.6). The trial density φ(x) is
 user supplied but chosen to provide a good closed-form approximation of the unknown
 density f(x). This strategy underlies all of the procedures described in this chapter.
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 4.2.2 Modified Hermite polynomials
 The modified Hermite polynomial of degree n, here denoted conveniently by Hn(z) but
 not to be confused with the conventional Hermite polynomial, is defined by
 Hn(z) = ez2/2 dn
 dzn(e−z2/2) n ≥ 0 (4.7)
 and satisfies the important orthogonality property
 ∫ ∞
 −∞φ(z)Hn(z)Hm(z) dz =
 0 n 6= m
 n! n = m
 (4.8)
 where φ(z) here (and henceforth) denotes the PDF of the Gaussian distribution. This
 property of modified Hermite polynomials can be established directly from the identity∫ ∞
 −∞φ(z)Hn(z)Hm(z) dz =
 ∫ ∞
 −∞
 dn
 dzn(φ(z))Hm(z) dz = (−1)n
 ∫ ∞
 −∞φ(z)
 dnHm(z)dzm
 dz
 (4.9)
 which is constructed by applying integration by parts n times to the middle integral
 and differentiating the modified Hermite polynomial on each occasion. Since Hm(z) is
 a polynomial of degree m, then the right hand integral in equation (4.9) has value zero
 when m < n. Similarly, symmetry demands that the value of this integral is also zero
 when m > n. Thus result (4.8) is established when n 6= m. The result when n = m
 follows by first noting that dnHn(z)/dzn = n!, and then taking advantage of the fact
 that φ(z) is a PDF.
 4.3 Aıt-Sahalia’s finite HPE approach
 This section provides a detailed description of the estimation procedure based on a
 finite HPE developed by Aıt-Sahalia (2002). This procedure begins by transforming X
 in equation (4.1) to
 Y =∫ X du
 g(u; θ). (4.10)
 Briefly, Ito’s lemma is used to show that Y satisfies the SDE
 dY = µ(Y ; θ) dt + dW (4.11)
 with drift specification
 µ(Y ;θ) =µ(X; θ)g(X; θ)
 − 12
 ∂g(X; θ)∂X
 (4.12)
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 where all occurrences of X on the right hand side of equation (4.12) are understood
 to be replaced by a function of Y that is constructed by inverting the monotonically
 increasing mapping defined by equation (4.10). This strategy serves two purposes; first
 it reduces the technical complexity of the problem from two arbitrary functions in the
 original SDE written for X to a single arbitrary function in the SDE written for Y , and
 second, the procedure provides a canonical form into which many SDEs can be reduced
 by an appropriate change of random variable.
 Let Yk be the value of Y corresponding to Xk, and define the auxiliary random variable
 Z by
 Z =Y − Yk√
 ∆(4.13)
 where ∆ = (tk+1 − tk) is the interval between observations. When ∆ is small, the
 transitional PDF of Z at tk+1, namely the solution f(Z |Yk; θ) to the Fokker-Planck
 equation for Z, is intuitively well approximated by the Normal distribution with mean
 value µ(Yk; θ)√
 ∆ and unit variance. This suggests that a sensible way to approximate
 the unknown transitional PDF at t = tk+1 is by an expansion of the type introduced
 in equation (4.6), namely
 f(z, ∆ |Yk; θ) = φ(z)∞∑
 j=0
 η j(∆, Yk;θ)Hj(z) (4.14)
 where φ(z) is taken to be the Gaussian PDF and the modified Hermite polynomials
 form the set of orthogonal polynomials.
 Aıt-Sahalia’s procedure involves truncating the infinite sum in equation (4.14) so as to
 approximate the transitional PDF of Z at tk+1 by the finite HPE
 f(z |Yk; θ) = φ(z)J∑
 j=0
 η j(∆, Yk;θ) Hj(z) . (4.15)
 The transitional PDF of X can be constructed from that of Z in the usual way to get
 f(x |Xk; θ) =f(z |Yk; θ)√∆ g(X; θ)
 , (4.16)
 and so the efficacy of this estimation procedure depends on the ease with which the
 coefficients η0(∆, Yk;θ), · · · , ηJ(∆, Yk; θ) can be calculated. By multiplying equation
 (4.15) by Hm(z) and integrating the result over R, it follows immediately from the
 orthogonality property (4.8) that the coefficients in equation (4.15) are given by
 η j(∆, Yk;θ)) =1j!
 ∫ ∞
 −∞Hj(z)f(z |Yk; θ) dz =
 1j!
 E[Hj(Z) |Y (tk) = Yk; θ
 ]. (4.17)
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 Since H0(z) = 1 then η0(∆, Yk; θ)) = 1 as has already been noted. This result is in
 keeping with the a priori assumption that the transitional density of Z is Gaussian to
 first order in ∆. The additional terms in the expansion serve to refine this approxima-
 tion, but unfortunately the coefficients of these additional terms are more difficult to
 determine.
 On the assumption that ηj(∆, Yk; θ) is K times continuously differentiable with respect
 to ∆ in the neighbourhood of the origin, then ηj(∆, Yk; θ) has MacLaurin expansion
 η j(∆, Yk; θ) =K∑
 i=0
 ∆i
 i!dηi
 j(0)d∆i
 + O(∆K+1) . (4.18)
 The infinitesimal operator of Z, which is identical to the infinitesimal operator of Y , is
 defined by
 Aθ(ψ) = µ(y;θ)dψ
 dy+
 12
 d2ψ
 dy2. (4.19)
 Recall from Subsection 2.2.2 that the infinitesimal operator has the property that it
 expresses the time derivative of an expected value as an expected value taken in state
 space. This property is now used to replace derivatives with respect to ∆ in equation
 (4.18) with expectations taken in state space to obtain
 η j(∆, Yk; θ) =1j!
 K∑
 i=0
 lim∆→0+
 E [Aiθ [ Hj(z) ] ]
 ∆i
 i!+ O(∆K+1) . (4.20)
 Note that as ∆ → 0+, the transitional PDF approaches a delta function, and therefore
 the integral defining the expectation in equation (4.20) may be replaced by Aiθ [ Hj(z) ]
 evaluated at z = Zk, or equivalently at y = Yk, to get
 η j(∆, Yk; θ) =1j!
 K∑
 i=0
 limy→Yk
 Aiθ [ Hj(z) ]
 ∆i
 i!+ O(∆K+1) . (4.21)
 This strategy is used to develop explicit expressions for the coefficients η1(∆, Yk; θ), · · ·which in turn allows the Fourier-Hermite expansion of the transitional PDF of X to
 be constructed from identity (4.16). In practice, these coefficients are complicated
 expressions involving ∆, µ(Yk; θ) and derivatives of µ(y;θ) evaluated at y = Yk. The
 technical details are unpleasant, and so only a few steps in the calculations are given.
 For example, the components
 Aθ[H1(z)] = − µ√∆
 , A2θ[H1(z)] = −2µµ
 ′+ µ
 ′′
 2√
 ∆,
 A3θ[H1(z)] = −4µ 2µ
 ′′+ 4µ(µ
 ′) 2 + 4µµ
 ′′′+ 6µ
 ′µ′′
 + µ′′′′
 4√
 ∆
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 are sufficient to compute η1(∆, Yk;θ) to o(∆3). Aıt-Sahalia (2002) uses this strategy to
 develop explicit expressions for η1(∆, Yk;θ), · · · , η6(∆, Yk;θ) to o(∆3). The coefficients
 are
 η0 = 1 ,
 η1 = −µ∆1/2 − [2µµ
 ′+ µ
 ′′ ]∆3/2/4
 −[4µ(µ
 ′) 2 + 4µ 2µ
 ′′+ 6µ
 ′µ′′
 + 4µµ′′′
 + µ′′′′ ]
 ∆5/2/24
 η2 =[µ 2 + µ
 ′ ]∆/2 +
 [6µ2µ
 ′+ 4(µ
 ′)2 + 7µµ
 ′′+ 2µ
 ′′′ ]∆2/12
 +[28µ 2(µ
 ′) 2 + 28µ 2µ
 ′′′+ 16(µ
 ′) 3 + 16µ 3µ
 ′′+ 88µµ
 ′µ′′
 +21(µ′′)2 + 32µ
 ′µ′′′
 + 16µµ′′′′
 + 3µ′′′′′ ]
 ∆3/96
 η3 = −[µ 3 + 3µµ
 ′+ µ
 ′′ ]∆3/2/6− [
 12µ 3µ′+ 28µ(µ
 ′) 2
 +22µ 2µ′′
 + 24µ′µ′′
 + 14µµ′′′
 + 3µ′′′′ ]
 ∆5/2/48
 η4 =[µ 4 + 6µ 2µ
 ′+ 3(µ
 ′) 2 + 4µµ
 ′′+ µ
 ′′′ ]∆2/24
 +[20µ 4µ
 ′+ 50µ 3µ
 ′′+ 100µ 2(µ
 ′) 2 + 50µ 2µ
 ′′′+ 23µµ
 ′′′′
 +180µµ′µ′′
 + 40(µ′) 3 + 34(µ
 ′′) 2 + 52µ
 ′µ′′′
 + 4µ′′′′′ ]
 ∆3/240
 η5 = −[µ 5 + 10µ 3µ
 ′+ 15µ(µ
 ′) 2 + 10µ 2µ
 ′′+ 10µ
 ′µ′′
 + 5µµ′′′
 + µ 4]∆5/2/120
 η6 =[µ 6 + 15µ 4µ
 ′+ 15(µ
 ′) 3 + 20µ 3µ
 ′′+ 15µ
 ′µ′′′
 + 45µ 2(µ′) 2
 +10(µ′′) 2 + 15µ 2µ
 ′′′+ 60µµ
 ′µ′′
 + 6µµ′′′′
 + µ′′′′′ ]
 ∆3/720.
 (4.22)
 The Cox-Ingersoll-Ross (CIR) and Ornstein-Uhlenbeck (OU) equations provide two
 examples with which to illustrate the Aıt-Sahalia procedure.
 CIR process In the case in which X satisfies a CIR process with drift specification
 µ(x; θ) = α(β − x) and diffusion specification g(x; θ) = σ√
 x, the new random variable
 defined in equation (4.10) is Y = 2√
 X/σ where Y satisfies
 dY = µ(Y ; θ) dt + dW , µ(y; θ) =(2αβ
 σ2− 1
 2
 ) 1y− α
 2y . (4.23)
 Although µ(y; θ) is given by a simple closed-form expression in y which can be differ-
 entiated as often as required, the coefficients in expression (4.22) remain cumbersome.
 OU process The OU process with drift specification µ(x; θ) = α(β−x) and diffusion
 specification g(x; θ) = σ is the more tractable of the two illustrations. Here Y = X/σ
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 satisfies the SDE
 dY = µ(Y ; θ) dt + dW , µ(y; θ) =αβ
 σ− α y . (4.24)
 The second derivative and all higher derivatives of µ(y; θ) are zero which in turn simpli-
 fies considerably the coefficients of the finite Fourier-Hermite expansion of transitional
 PDF of Z.
 The accuracy of the Hermite polynomial procedure is controlled by the choice of the
 order of the HPE and the order of the Maclaurin series used for the expansion in ∆.
 As equations (4.22) make clear, one obvious disadvantage of this approach lies in the
 inherent complexity of the expressions for the Fourier-Hermite coefficients. From equa-
 tions (4.22) it is clear that ηj(∆, Yk;θ) = O(∆j/2) and therefore the extension of this
 procedure to a higher degree of temporal accuracy would inevitably entail significantly
 more calculation, both in terms of the number of coefficients and the degree of accuracy
 required from each coefficient. Aıt-Sahalia (2002) suggests that a Maclaurin series of
 accuracy o(∆3) and a HPE of order one or two is often sufficient to achieve the required
 degree of precision in many applications. This situation can be expected to occur when-
 ever the transitional PDF remains well approximated by a Gaussian PDF after diffusion
 has taken place over an interval of duration ∆. One final drawback of this approach
 is that the Hermite polynomials have infinite domain and consequently this approach
 provides no mechanism to force the transitional density of a process with semi-infinite
 domain (such as the CIR process) to be zero at the origin. Consequently this procedure
 may leak probability density at the origin when estimating the transitional PDF for
 processes with a semi-infinite domain.
 4.4 Moment-based finite HPE approach
 This section outlines a significant refinement of the finite HPE approach described in
 Section 4.3. The new procedure is identical to the original one except, crucially, in the
 manner in which the coefficients η1, . . . , ηJ of the finite HPE (4.15) are obtained. It is
 clear from equation (4.17) that the value of the j-th coefficient, ηj , is closely related
 to the expected value of the j-th order Hermite polynomial with argument z, which,
 in turn, can be computed directly from the moments of the variable Z. This fact
 has been noted previously by Bakshi and Ju (2005) who derive explicit expressions for
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 η1, . . . , η6 in terms of the moments of Z. However their procedure, as with Aıt-Sahalia’s
 procedure, is restricted to η1, . . . , η6 and is not easily generalisable to give higher levels
 of accuracy should this become necessary. An algorithm is now developed by which the
 coefficients η1, . . . , ηJ may be computed from the moments m0, . . . , mJ where
 mi(t) =1i!
 ∫ ∞
 −∞(y − Yk )ifY(y, t) dy
 =∆i/2
 i!
 ∫ ∞
 −∞zifZ(z, t) dz =
 ∆i/2
 i!
 J∑
 j=0
 ηj(t)∫ ∞
 −∞φ(z) ziHj(z) dz
 (4.25)
 where fY(y, t) and fZ(z, t) are respectively the transitional densities of Y and Z for the
 process starting at y = Yk. Note first that η0(t) = 1 and m0(t) = 1 by construction.
 Furthermore, j applications of integration by parts to the integral on the right hand
 side of equation (4.25) leads to the identity∫ ∞
 −∞φ(z) ziHj(z) dz = (−1)j
 ∫ ∞
 −∞φ(z)
 dj(zi)dzj
 dz .
 The properties of the Gaussian distribution are now used to assert that
 ∫ ∞
 −∞φ(z) ziHj(z) dz =
 i! (−1)j
 2nn!i = j + 2n n ≥ 0 ,
 0 otherwise .
 (4.26)
 This identity is now used in combination with the definition of the moments in equation
 (4.25) to deduce that the coefficients η1, . . . , ηJ are constructed from the moments
 m1, . . . , mJ by solving the simultaneous equations
 m2i+1 = −∆i+1/2i∑
 n=0
 η2n+1
 2i−n(i− n)!, m2i = ∆i
 i∑
 n=0
 η2n
 2i−n(i− n)!(4.27)
 where i takes all integer values that conform with the restriction that no index can
 exceed J . Clearly the odd coefficients are determined exclusively by the odd moments
 while the even coefficients are determined exclusively by the even moments. Moreover,
 each of the systems of equations in (4.27) has a lower triangular matrix, and so these
 equations can be solved with high numerical efficiency (forward substitution) for the
 coefficients given values for the moments.
 Although not immediately obvious, equations (4.27) can be inverted in a straightfor-
 ward way to provide explicit expressions for the coefficients in terms of the moments,
 thereby eliminating the need to solve equations (4.27) by numerical means. The alge-
 braic detail is omitted, but the defining differential equation of the modified Hermite
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 polynomials can be used to show that
 η2i+1 = −i∑
 n=0
 (−2)n−i
 (i− n)!m2n+1
 ∆n+1/2, η2i =
 i∑
 n=0
 (−2)n−i
 (i− n)!m2n
 ∆n. (4.28)
 Equations (4.28) indicate how the coefficients of the Hermite expansion of a density
 can be computed directly from the first J moments of the same density. However, in
 the context of the transitional PDF of a SDE, the moments of the density are unknown
 at all times after the initial time. The aim of this section is to develop an algorithm to
 determine the values of all the necessary moments as time evolves. The properties of
 the infinitesimal operator (2.18) can be used to show that the definition of the moments
 in equation (4.25) implies that
 dm1
 dt=
 ∫ ∞
 −∞µ(y;θ) fY(y, t) dy ,
 dmi
 dt=
 ∫ ∞
 −∞
 (µ(y;θ)
 (y − Yk )i−1
 (i− 1)!+
 12
 (y − Yk )i−2
 (i− 2)!
 )fY(y, t) dy , i ≥ 2 .
 (4.29)
 Suppose that µ(y;θ) has power series expansion
 µ(y; θ) =∞∑
 n=0
 µn(θ)n!
 (y − Yk )n , (4.30)
 then it follows directly from equation (4.29) that
 dm1
 dt=
 ∞∑
 n=0
 µn(θ)∫ ∞
 −∞
 (y − Yk)n
 n!fY(y, t) dy
 dmi
 dt=
 ∞∑
 n=0
 µn(θ)(n + i− 1)!n! (i− 1)!
 ∫ ∞
 −∞
 (y − Yk )n+i−1
 (n + i− 1)!fY(y, t) dy
 +12
 ∫ ∞
 −∞
 (y − Yk )i−2
 (i− 2)!fY(y, t) dy ,
 i ≥ 2 . (4.31)
 The definition of the moments is now introduced and leads to the final equations
 dm1
 dt=
 ∞∑
 n=0
 µn(θ) mn(t) ,
 dmi
 dt=
 ∞∑
 n=0
 µn(θ)(
 n + i− 1n
 )mn+i−1(t) +
 12
 mi−2(t) , i ≥ 2 .
 (4.32)
 These equations are to be integrated with initial conditions m0(0) = 1, mi(0) = 0 for
 i ≥ 1. The system of equations (4.32) is the central contribution of this section. It
 provides a simple procedure by which highly accurate estimates of an arbitrary number
 of moments of Z may be computed. Equation (4.28) suggests that the values of the
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 first J + 1 moments are sufficient to compute the values of the J + 1 coefficients of the
 finite HPE. In practice, however, as it is clear from equations (4.32) that lower moments
 depend on higher moments, to ensure that the moments are determined accurately it
 is necessary to solve for the values of the first K + 1 moments, where K ≥ J should be
 large enough that the higher moments mK+1,mK+2, · · · are negligible.
 4.5 Simulation experiments
 This section outlines a simulation experiment designed to explore the accuracy of the
 new moment-based procedure in the context of likelihood computation. The experiment
 involves the simulation of a sample from a CIR process followed by the computation
 of the log-likelihood of the sample by means of the alternative finite HPE approaches
 described in Sections 4.3 and 4.4. For comparative purposes, the log-likelihood of the
 sample is also computed using Aıt-Sahalia’s infinite HPE approach (described in detail
 in Subection 2.3.3 of this thesis). The resultant estimates of log-likelihood are compared
 with the true value obtained by using a closed-form expression for the transitional PDF.
 Samples of data that are consistent with the CIR model are once again generated using
 the procedure described in Subsection 1.2.2. The parameter values used in simulating
 the data are α = 0.2, β = 0.08 and σ = 0.1. These values are roughly consistent with
 the types of values reported in applications to interest rate data.
 Simulation exercises involving 2000 repetitions of the calculation of log-likelihood for
 samples containing N = 500 transitions are run. In the implementation of Aıt-Sahalia’s
 finite HPE approach, seven polynomial terms are included in the Hermite expansion
 so that all the expressions for the coefficients given in equation (4.22) are used. Re-
 call, that in the derivation of these coefficients only contributing terms to o(∆3) are
 retained. A variety of different specifications of the moment-based finite HPE approach
 are implemented. In the integration of the moments ∆ = 1/12 is broken into either 500
 or 1000 smaller steps to ensure that the moments are obtained to high accuracy. The
 various specifications also differ with respect to the number of moments (K + 1) that
 are computed and also with respect to the dimension (J) of the finite HPE. Finally,
 Aıt-Sahalia’s infinite HPE approach based on a power series expansion of order three in
 time is also implemented. The maximum absolute relative error, mean absolute relative
 error and the mean squared relative error are calculated from the 2000 repetitions. The
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 results of these simulation exercises are presented in Table 4.1.
 Measures of relative error
 J Maximum Absolute Mean Absolute Mean Squared
 Aıt-Sahalia’s finite HPE 6 1.212× 10−5 1.658× 10−8 8.055× 10−14
 Aıt-Sahalia’s infinite HPE ∞ 5.648× 10−6 1.055× 10−8 2.319× 10−14
 Moment-based finite HPE withintegration step size of ∆/500
 K = 10 6 6.306× 10−5 2.834× 10−7 4.835× 10−12
 10 2.105× 10−4 3.653× 10−6 7.485× 10−11
 K = 20 6 1.253× 10−5 3.273× 10−8 1.100× 10−13
 10 5.993× 10−6 2.257× 10−8 2.242× 10−14
 15 3.496× 10−6 4.197× 10−8 1.631× 10−14
 20 4.354× 10−5 1.400× 10−6 4.537× 10−12
 K = 30 6 6.226× 10−6 1.751× 10−8 2.187× 10−14
 10 5.080× 10−6 1.348× 10−8 1.334× 10−14
 15 5.704× 10−6 1.301× 10−8 1.654× 10−14
 20 3.080× 10−6 1.171× 10−8 5.030× 10−15
 Moment-based finite HPE withintegration step size of ∆/1000
 K = 10 6 6.307× 10−5 2.806× 10−7 4.834× 10−12
 10 2.105× 10−4 3.653× 10−6 7.484× 10−11
 K = 20 6 1.251× 10−5 2.654× 10−8 1.095× 10−13
 10 5.987× 10−6 1.660× 10−8 2.221× 10−14
 15 3.493× 10−6 3.851× 10−8 1.608× 10−14
 20 4.357× 10−5 1.400× 10−6 4.537× 10−12
 K = 30 6 6.549× 10−6 1.126× 10−8 2.376× 10−14
 10 5.972× 10−6 7.079× 10−9 1.809× 10−14
 15 5.455× 10−6 5.829× 10−9 1.497× 10−14
 20 4.791× 10−7 3.435× 10−9 2.272× 10−16
 Table 4.1: Measures of relative error in the calculation of log-likelihood for the CIR process
 using the various Hermite polynomial expansion approaches and based on 2000 simulations.
 The results indicate that all of the procedures compute log-likelihood to very high ac-
 curacy. The accuracy of the moment-based procedure is slightly better than that of
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 Aıt-Sahalia’s procedures, provided that the moments are integrated to sufficient accu-
 racy (which requires K to be large and the integration time step to be small). While
 not apparent from Table 4.1 it is intuitively obvious that the moment-based procedure,
 which relies on careful numerical integration, is far more computationally intensive than
 Aıt-Sahalia’s procedures that are based on closed-form expressions. Accordingly, the
 moment-based procedure should primarily be used in applications in which accuracy is
 of paramount importance and/or in which the standard specifications for Aıt-Sahalia’s
 procedures are unlikely to provide sufficient accuracy. For example, Ait-Sahalia’s stan-
 dard specification struggles to accurately resolve the transitional PDF of a process that
 drifts significantly away from the point y = Yk during a time interval of length ∆. The
 moment-based procedure seems to be more robust when dealing with processes of this
 type. To illustrate this point, recall the CIR process specified by equation (1.4) with
 parameters α = 0.2, β = 0.08 and σ = 0.1 and consider an arbitrary transition over
 a time period of ∆ = 1/12 starting from the state x = 0.0001. At such a low value
 of x the drift of the unit diffusion is strongly positive. Table 4.1 contains estimates of
 the transitional PDF at a crude grid of final states. The estimates are computed using
 the closed-form expression for the transitional PDF and also by the two finite HPE
 procedures. It is clear from the results that for this particular transition Aıt-Sahalia’s
 finite HPE procedure fails completely, while the moment-based procedure performs
 reasonably well.
 Final State
 0.0025 0.0005 0.0075 0.0100
 Exact Likelihood 149.3805 2.3963 0.0199 0.0001
 Aıt-Sahalia’s finite HPE −31.5279 −4.5308 −0.0867 −0.0010
 Moment-based finite HPE
 K = 20, J = 6 150.9851 2.4392 0.0197 0.0001
 K = 20, J = 15 151.8060 2.4026 0.0199 0.0001
 Table 4.2: Likelihoods of transitions from the point x = 0.0001 to a variety of final
 states, for a CIR process with parameters α = 0.2, β = 0.08 and σ = 0.1. The time
 interval over which the transition occurs ∆ = 1/12 is divided into 500 steps during
 the numerical integration.
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 4.6 Conclusion
 This chapter describes a significant refinement of an estimation procedure proposed
 by Aıt-Sahalia (2002) in which a finite HPE is used to approximate the transitional
 PDF. In his original procedure Aıt-Sahalia gives closed-form expressions for the first
 seven coefficients of the finite HPE that are accurate to o(∆3). In many situations
 a finite HPE of order six, based on these coefficients, performs admirably. However,
 if this standard specification is unable to provide the necessary level of accuracy it
 is difficult to develop the expressions for additional coefficients that are needed in
 order to increase the dimension of the HPE. In this chapter an alternative algorithm
 is developed, in which the coefficients of the finite HPE are derived from the local
 moments of the transition PDF. These moments are shown to be governed by a system
 of ordinary differential equations and so can be computed to high accuracy by numerical
 integration. In the new algorithm the dimension of the finite HPE (and hence the
 accuracy of the procedure) can be increased with minimal effort from the user. The
 downside of the new procedure is that it is considerably more computationally intensive
 than Aıt-Sahalia’s original procedure and therefore should mainly be used in situations
 where accuracy is of paramount importance.
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 Interpolation
 5.1 Introduction
 Maximum-likelihood (ML) estimation of the parameters of stochastic differential equa-
 tions (SDEs) relies on the availability of an estimate of the likelihood of every transition
 in the sample. In exact maximum likelihood (EML), these estimates are obtained from
 a closed-form expression for the transitional probability density function (PDF). Unfor-
 tunately, this closed-form expression is rarely available in practice and, consequently,
 a large number of procedures have been developed that approximate the transitional
 PDF by other means. Many of these procedures are described in Section 2.3 of this
 thesis and more are proposed in Chapters 3 and 4. Without exception these procedures
 require the separate treatment of each transition in the data set. In other words, an
 approximation of the transitional PDF is constructed for each transition. The informa-
 tion from each transition is then accumulated to form an objective function which can
 be optimised. Consequently, if the treatment of a transition is itself computationally
 intensive then conventional estimation procedures quickly become impractical (or even
 infeasible) as the number of transitions in the data set increases.
 The contribution of this chapter is to propose a simple way in which the computational
 cost of ML estimation may be reduced without compromising the properties of the
 estimator. The key idea is that it is not necessary to construct an approximation of
 the transitional PDF for each transition. Instead a representative family of carefully
 constructed approximations, with initial states spread across the sample space, can
 be used to characterise all of the transitions in the sample. The likelihood associated
 119
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 with every transition in the data set can be computed to high (and uniform) accuracy
 using Chebyshev interpolation of the representative family of transitional PDFs. This
 method takes advantage of the fact that the SDEs commonly used in economics and
 finance are time homogeneous, and that the transitional PDF is a continuous function
 of the initial state. While the ideas proposed in this chapter could be illustrated with
 almost any of the likelihood-based procedures, the focus here is the approach based
 on the numerical solution of the Fokker-Planck equation. The comparative analysis in
 Chapter 2 shows this procedure to be completely generic and highly accurate, but it
 is also moderately computationally intensive and is, therefore, ideally placed to benefit
 from the interpolation technique.
 The chapter is structured as follows. Section 5.2 describes ML estimation of the pa-
 rameters of SDEs by means of the numerical solution of the Fokker-Planck equation
 using the method of finite differences. Section 5.3 outlines the general idea of interpo-
 lating transitional PDFs and provides a formal treatment of the proposed interpolation
 method. Sections 5.4 and 5.5 report the results of simulation experiments designed
 to test the accuracy of the proposed interpolation procedure. In Section 5.6 another
 simulation experiment demonstrates the efficacy of the approach when estimating the
 parameters of an SDE often encountered in finance, namely the CIR process. An em-
 pirical application using Treasury Bill interest rate data is presented in Section 5.7 and
 Section 5.8 contains the concluding remarks.
 5.2 Maximum-likelihood estimation
 Given the general one-dimensional time-homogeneous SDE
 dX = µ(X; θ) dt + g(X; θ) dW , (5.1)
 the task is to estimate the parameters θ of this SDE from a sample of (N +1) observa-
 tions X0, . . . , XN of the stochastic process at known times t0, . . . , tN . In the statement
 of equation (5.1), dW is the differential of the Wiener process and the instantaneous
 drift µ(x; θ) and instantaneous diffusion g2(x;θ) are prescribed functions of state.
 The ML estimate of θ is generated by minimising the negative log-likelihood function
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 of the observed sample, namely
 − logL(θ) = − log f0(X0 |θ)−N−1∑
 k=0
 log f(Xk+1 |Xk;θ) , (5.2)
 with respect to the parameters θ. In this expression, f0(X0 |θ) is the density of the
 initial state and f(Xk+1 |Xk; θ) ≡ f(
 (Xk+1, tk+1) | (Xk, tk);θ) is the value of the
 transitional PDF at (Xk+1, tk+1) for a process starting at (Xk, tk) and evolving to
 (Xk+1, tk+1) in accordance with equation (5.1). Note that the Markovian property of
 equation (5.1) ensures that the transitional density of Xk+1 at time tk+1 depends on
 Xk alone.
 ML estimation relies on the fact that the transitional PDF, f(x, t), is the solution of
 the Fokker-Planck equation
 ∂f
 ∂t=
 ∂
 ∂x
 ( 12
 ∂(g2(x; θ)f)∂x
 − µ(x; θ)f)
 (5.3)
 satisfying a suitable initial condition and boundary conditions. Suppose, furthermore,
 that the state space of the problem is [a, b] and the process starts at x = Xk at time
 tk. In the absence of measurement error, the initial condition is
 f(x, tk) = δ(x−Xk) (5.4)
 where δ is the Dirac delta function, and the boundary conditions required to conserve
 unit density within this interval are
 limx→a+
 (12
 ∂(g2f)∂x
 − µf)
 = 0 ,
 limx→b−
 (12
 ∂(g2f)∂x
 − µf)
 = 0 .
 (5.5)
 Although a closed-form solution to this initial boundary value problem is rarely avail-
 able1 it is generally possible to solve for the transitional PDF using numerical methods
 (Lo, 1988). This approach has been implemented using spectral approximations (Hurn
 and Lindsay, 1999) and by a finite-difference (FD) method (Jensen and Poulsen, 2002).
 Since the FD method is a familiar technique, it provides a natural vehicle to describe
 the work of this chapter.
 1The most common exceptions in finance are geometric Brownian motion, the CIR process (Cox,
 Ingersoll and Ross, 1985) and the Ornstein-Uhlenbeck (OU) process, often associated with Vasicek
 (1977).
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 The FD procedure described here works with an equivalent statement of the initial value
 problem in terms of the transitional cumulative distribution function (CDF), F (x, t),
 which is defined in terms of the transitional PDF, f(x, t) by
 F (x, t) =∫ x
 af(u, t) du . (5.6)
 Section 3.3 shows that F (x, t) satisfies the partial differential equation
 ∂F
 ∂t=
 12
 ∂
 ∂x
 (g∂F
 ∂x
 )− µ
 ∂F
 ∂x(5.7)
 with Dirichlet boundary conditions F (a, t) = 0 and F (b, t) = 1. The initial condition
 F (x, tk) for a transition from (Xk, tk) is constructed from the definition (5.4) to obtain
 F (x, tk) =
 0 x < Xk ,
 1/2 x = Xk ,
 1 x > Xk .
 (5.8)
 One important advantage of this approach is that the delta function initial condition
 required in the computation of transitional PDF is now replaced by a step function
 initial condition in the computation of the transitional CDF. The latter has a precise
 numerical representation whereas the delta function (5.4) must be approximated.
 The FD procedure is based on a discretisation of state space into n uniform sub-
 intervals of length ∆x = (b − a)/n and a discretisation of the time interval [tk, tk+1]
 into m uniform sub-intervals of duration ∆t = (tk+1 − tk)/m. Let the nodes of the
 FD scheme be denoted by xp = a + p ∆x where p is an integer satisfying 0 ≤ p ≤ n,
 let (tk =) tk,0, tk,1, . . . , tk,m (= tk+1) where tk,q = tk + q∆t denote the subdivision of
 [tk, tk+1] into intervals of duration ∆t and let F(q)p = F (xp, tk,q) be the value of the
 transitional CDF at xp at time tk,q.
 The FD representation of equation (5.7) is constructed by noting that this equation
 can be re-expressed in the form
 ∂F
 ∂t=
 14
 [∂2(g2F )∂x2
 + g2 ∂2F
 ∂x2− F
 ∂2g2
 ∂x2
 ]− µ
 ∂F
 ∂x. (5.9)
 It has already been shown in Section 3.3 of this thesis that a routine application of the
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 Crank-Nicolson algorithm gives the following FD approximation of equation (5.9)
 −[g2p−1 + g2
 p + 2µp ∆x
 ]F
 (q+1)p−1 +
 [8r
 + (g2p−1 + 2g2
 p + g2p+1)
 ]F (q+1)
 p
 −[g2p + g2
 p+1 − 2µp ∆x
 ]F
 (q+1)p+1 =
 [g2p−1 + g2
 p + 2µp ∆x
 ]F
 (q)p−1
 +[8r− (g2
 p−1 + 2g2p + g2
 p+1)]F (q)
 p +[g2p + g2
 p+1 − 2µp ∆x
 ]F
 (q)p+1 .
 (5.10)
 However the boundary conditions assert that F(q)0 ≡ 0 and F
 (q)n ≡ 1, and therefore
 equations (5.10) can be expressed in matrix form
 AL F(q+1) = AR F(q) + B
 where AL and AR are tri-diagonal matrices of dimension (n − 1) × (n − 1), B is a
 constant vector of dimension (n− 1) which differs from the zero vector only in its last
 entry and F(q) is the (n−1) dimensional vector containing the values of the transitional
 CDF at the (internal) nodes x1, . . . , xn−1 at time tk,q.
 In the practical implementation of this procedure, there is a natural initial condition
 given in equation (5.8). Alternatively, Jensen and Poulsen (2002) suggest that the
 transitional PDF at time (tk+∆t) may be well approximated by the Normal distribution
 with mean value Xk + µ(Xk; θ)∆t and variance g2(Xk; θ)∆t. This approximation can
 be used to initialise the transitional CDF through the use of the CDF of the Normal
 distribution. After the transitional CDF is integrated through to time tk+1 the value
 of the transitional PDF at (Xk+1, tk+1) is estimated by numerical differentiation (using
 difference formulae) of the transitional CDF at the nodes to the left and right of Xk+1
 followed by linear interpolation of these values to find the required transitional density.
 The entire FD procedure must be repeated for each of the N transitions in the data
 set and the likelihood of each transition accumulated in the construction of the log-
 likelihood function. This algorithm requires the solution of N initial value problems,
 which for the large data sets encountered regularly in finance, will be a time consuming
 exercise at best, and in most cases of interest will be infeasible.
 5.3 Interpolation
 The SDE models commonly used in finance are almost invariably independent of time,
 that is, the specifications of drift and diffusion are functions of state alone. This

Page 138
                        

124 CHAPTER 5. INTERPOLATION
 means that transitions from the same state at different times can be treated using
 the same transitional PDF, and moreover, the transitional PDFs for similar initial
 values can be expected to exhibit quantitatively similar behaviour. This observation
 suggests that all the transitions within a sample, no matter how large the sample,
 may be characterised by a reduced set of transitional PDFs which, when combined in
 an appropriate way, enable the likelihood of every transition within a sample to be
 computed to high accuracy.
 In practice, each member of this reduced set of transitional PDFs will be defined by its
 initial state, and the set of all such states will be denoted by B. The likelihood for any
 particular transition in the sample will be computed by interpolation of the transitional
 densities with initial states B. The procedure is implemented as follows.
 1. Choose a discrete set of initial states, say B = b0, b1, . . . bM so that the observa-
 tions in the sample lie within the support of B. It is envisaged that the number
 of initial states (M +1) will be substantially less than the number of observations
 in the sample (N + 1).
 2. The FD method outlined in Section 5.2 is used to provide the likelihoods of
 transitions from the initial state bj to the observations X1, . . . , XN in the sample.
 When performed over all the states in B, the result of these computations may
 be encapsulated in a matrix Ψ of dimension N × (M + 1) in which Ψij is the
 likelihood of a transition from the initial state bj to the state Xi+1. Thus each
 column of Ψ will correspond to the likelihood of a transition from the initial state
 associated with the column to each state of the sample.
 3. Without loss of generality, the particular transition in the observed data for which
 the transitional density is required may be taken to be that from X0 to X1. The
 first row of Ψ contains the likelihoods of a transition from B to state X1. Of
 course, X0 itself is most unlikely to be an element of B, and so the transitional
 density from X0 to X1 is calculated in general by interpolating the first row of
 the matrix Ψ.
 4. This interpolation procedure is repeated for each transition from Xk to Xk+1 for
 integers k between k = 1 and k = N − 1 inclusive. The resulting likelihoods are
 then used to compute the total negative log-likelihood of the sample.
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 The mechanics of the algorithm is illustrated with reference to a sample of eleven
 observations in the interval [0.02,0.10]. The set B = 0.02, 0.04, 0.06, 0.08, 0.10 and
 the rows in Table 5.1 contain the likelihoods of making the transition from each initial
 state to the relevant observation. For example, the first entry 6.857 is the likelihood of
 a transition from b0 = 0.02 to X1 = 0.054, that is, the value of the transitional density
 f(X1 = 0.054 | b0 = 0.02).
 Observations Initial States
 X0 = 0.050 b0 = 0.02 b1 = 0.04 b2 = 0.06 b3 = 0.08 b4 = 0.10
 X1 = 0.054 6.857 20.972 20.437 10.411 3.432
 X2 = 0.035 28.855 21.264 6.870 1.374 0.198
 X3 = 0.056 5.562 19.435 20.996 11.670 4.155
 X4 = 0.049 11.740 24.369 17.590 6.951 1.831
 X5 = 0.032 31.648 18.310 4.900 0.836 0.105
 X6 = 0.048 12.656 24.710 17.010 6.457 1.642
 X7 = 0.051 9.660 23.289 18.877 8.229 2.364
 X8 = 0.062 2.844 14.576 21.178 15.123 6.717
 X9 = 0.053 7.420 21.535 20.152 9.919 3.173
 X10 = 0.092 0.044 1.223 6.608 14.319 16.934
 Table 5.1: Likelihoods of the transitions from a set B of five initial states to each
 observation of the sample are given.
 Consider, for example, the transition in the sample from x = X0 to x = X1. The
 traditional approach would require, first, the distribution of transitional density to be
 obtained by solving the Fokker-Planck equation with initial state X0, and then second,
 the evaluation of this solution at X1 to get the likelihood of the transition from X0 to
 X1. To evaluate the likelihood function for the sample would require this procedure
 to be repeated ten times involving the computation of ten different solutions of the
 Fokker-Planck equation.
 By contrast, the interpolation procedure begins by solving the Fokker-Planck equation
 five times and uses these solutions to complete the columns of Table 5.1. The likelihood
 of each transition is then obtained by interpolating the appropriate row in the table.
 For example, the first transition in the data satisfies b1 = 0.04 < X0 < 0.06 = b2,
 and therefore the likelihood of this transition may be estimated (but not necessarily in
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 an optimal way) by linear interpolation between the densities computed for the initial
 states b1 and b2 to obtain
 Likelihood =20.972(0.06− 0.05) + 20.437(0.05− 0.04)
 0.06− 0.04= 20.705 .
 To evaluate the likelihood function for the entire sample would therefore require the
 Fokker-Planck equation to be solved five times and these solutions to be interpolated
 ten times. The computational benefits of this procedure stem from the recognition
 that interpolation is a much cheaper operation than the numerical solution of a partial
 differential equation.
 The crucial issues in the implementation of this approach are the speed and accuracy
 of the interpolation procedure. Linear interpolation was used by way of illustration in
 the example of Table 5.1 because of its simplicity. However, there are many possible
 ways to interpolate the densities. The following two subsections describe two such
 interpolation methods, namely, Chebyshev Economisation and spline interpolation.
 5.3.1 Chebyshev Economisation
 The first, and as it turns out, crucial step in providing a general interpolating procedure
 is the choice of the nodes B = b0, b1, . . . bM. Intuitively, it would seem that the best
 way to place these nodes would be to spread them out equally across [a, b] including both
 endpoints. However, it is well known that this choice causes unacceptable oscillations
 in the interpolating polynomial pM (x) near the ends of the interval of interpolation.
 Furthermore, this problem can not be alleviated simply by increasing the cardinality
 of B as this just causes the problem to migrate closer to the endpoints of the interval
 and the oscillations to become more severe. The optimal choice of nodes is derived
 from the following important result. Suppose that the arbitrary function f(z) is to
 be approximated in [−1, 1] by a polynomial pM (z) of degree M based on the nodes
 (z0, f0), . . . (zM , fM ) where, without loss of generality, z0, . . . , zM may be taken to be a
 strictly increasing sequence in [−1, 1], then there exits ξ(z) ∈ (−1, 1) such that f(z)
 and pM (z) satisfy
 f(z)− pM (z) =f (M+1)(ξ(z))
 (M + 1)!
 M∏
 j=0
 (z − zj) . (5.11)
 The interpolation error given by the right hand side of equation (5.11) consists of two
 parts; one part determined by the properties of the function and therefore beyond the

Page 141
                        

5.3. INTERPOLATION 127
 user’s control, and a second part determined by the choice of the nodes z0, . . . , zM and
 so entirely within the user’s control. Chebyshev Economisation takes advantage of the
 optimal result
 Max∣∣∣
 M∏
 j=0
 (z − zj)∣∣∣ ≥ 1
 2M, z, zj ∈ [−1, 1] , (5.12)
 in which equality is attained if and only if the nodes z0, . . . , zM are the zeros of the
 Chebyshev polynomial TM+1(z) of order M + 1 which is defined on the interval [−1, 1]
 by
 TM+1(cosψ) = cos[(M + 1)ψ
 ], (5.13)
 and has zeros at the points
 zj = cos[ (2j + 1)π
 2(M + 1)
 ]j = 0 , . . . , M . (5.14)
 These nodes minimise the contribution made by the choice of nodes to the overall
 interpolation error, and equally importantly in the use of the interpolation procedure
 in parameter estimation, ensure that interpolation error is spread uniformly over [−1, 1].
 This result establishes the optimal choice for the nodes in the interval [−1, 1]. In
 general, however, the sample space of the problem may be taken to be [a, b]. This is
 easily dealt with by using the mapping
 x = a +(b− a)(1 + z)
 2, z ∈ [−1, 1] . (5.15)
 Consequently, the initial states b0, b1, . . . bM comprising B are formed by mapping the
 zeros of the Chebyshev polynomial TM+1(z) into [a, b] using (5.15) and (5.14) to obtain
 bj = a + (b− a) cos2[ (2j + 1)π
 4(M + 1)
 ], j = 0 , . . . ,M . (5.16)
 The uniform nature of the interpolation error in the Chebyshev Economisation makes
 it ideally suited to the calculation of a likelihood function involving transitions from
 initial states that are distributed over the entire interval [a, b].
 With the choice of nodes described in equation (5.16) an interpolated value of the
 target function at a particular point Xk can be obtained directly from the well known
 Lagrange interpolating polynomial
 pM (x) =M∑
 j=0
 fj LM ,j(z) (5.17)
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 where fj = f(zj), z is obtained from x via the mapping in equation (5.15), LM ,j(z) is
 defined by
 LM ,j(z) =(z − z0)(z − z1) · · · (z − zj−1)(z − zj+1) · · · (z − zM )
 (zj − z0)(zj − z1) · · · (zj − zj−1)(zj − zj+1) · · · (zj − zM ), (5.18)
 and, as before, z0, z1, . . . zM are the zeros of TM+1(z).
 It transpires that the interpolation equation (5.17) may be efficiently computed by
 observing that LM ,j(z) based on the zeros of TM+1(x) can be expressed in the compact
 form
 LM ,j(z) =TM+1(z)
 (z − zj)T′
 M+1(zj). (5.19)
 Given z ∈ [−1, 1], the defining equation (5.13) can be used to compute TM+1(z) without
 recourse to repeated multiplication of differences of z. Further computational efficien-
 cies may be realised by recognising, from (5.13) that
 T′
 M+1(zj) =(−1)j(M + 1)
 (1− z2j )1/2
 . (5.20)
 5.3.2 Spline interpolation
 By contrast with Chebyshev Economisation, spline interpolation is not based on a
 single interpolating polynomial, but rather on a piecewise function, known as a spline
 function, that is constructed from a sequence of lower order polynomials. The benefit
 of this approach is that the low order of the polynomials from which the spline function
 is constructed reduces its propensity to oscillate near the endpoints of the interpolating
 interval, even if the interpolating nodes are equally spaced.
 Spline interpolation involves breaking the state space [a, b] into M subintervals
 a = b0 < b1 < ... < bM = b
 where the points b0, . . . , bM are referred to as knots2 and are typically evenly spaced
 (but need not be). For each subinterval, a low-order polynomial is used to approxi-
 mate the target function and a spline function is constructed by joining together this
 sequence of low-order polynomials. To ensure that the spline function has some degree
 2Note that it is not necessary for the knots and the nodes in B to be identical, but, for convenience
 that is the convention adopted here.
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 of smoothness the polynomial for each subinterval is usually chosen such that the re-
 sulting spline function and its first few derivatives are continuous, particularly at the
 internal knots.
 The most widely used spline functions are cubic splines, which are constructed by
 joining together M cubic polynomials, and the remainder of this subsection will focus
 on this case. The cubic polynomial for the j-th subinterval is defined by
 sj(x) = c0,j + c1,j (x− bj) + c2,j (x− bj)2 + c3,j (x− bj)3 (5.21)
 where c0,j , c1,j , c2,j and c3,j are parameters to be estimated and j = 0, . . . , M . The
 cubic polynomial for each subinterval contains four unknown parameters and so there
 is a total of 4M parameters to be estimated. The condition that the polynomial for
 each subinterval must equal the known function values at the knots at the start and
 end of the subinterval, provides 2M equations and conditions requiring continuity of
 first and second derivatives at internal knots provide an extra 2(M − 1) equations;
 hence, two more equations are needed to identify the parameters. These are often
 supplied by a condition known as the “not-a-knot” condition, which involves forcing
 the third derivative of the spline function to be continuous at the first and last internal
 knots. With as many equations as unknown parameters, the parameters can be easily
 identified using Gaussian elimination. A more detailed description of the procedure for
 obtaining estimates of the parameters is included in Appendix G. Once the parameters
 are known, the interpolated value of the function at any point Xk can be found by
 identifying within which subinterval of the spline Xk is located and then evaluating the
 cubic polynomial for that subinterval at Xk.
 5.4 Interpolation error
 This section outlines an experiment designed to investigate how the magnitude of inter-
 polation error depends on the dimension of B, the set of initial states to be used by the
 interpolation procedure. In overview, three distributions with closed-form expressions
 for their PDFs are used to assign densities at the nodes B contained within the interval
 [a, b] of state space. For each distribution, these limits are set to ensure that 99.998%
 of the probability mass lies within the interval. For each density, the experiment is
 repeated for M = 10, 15, 20, 25 and 30 nodes in B. In any experiment, the values of
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 the densities at the nodes in B are used to estimate the PDF over a mesh of 10000
 uniformly spaced points spanning [a, b] based on both Chebyshev Economisation and
 a cubic spline with not-a-knot end conditions. These estimates are compared with the
 true values computed from the closed-form expression for the transitional PDF, and the
 size of the relative error resulting from the interpolation procedure is measured using
 the integrated L1 and L2 norms. The model PDFs used in the experiment with their
 chosen parameter values are given in Table 5.2.
 Distribution Probability Density Function Parameter Values
 Gaussian f(x; µ, σ) =1
 σ√
 2πexp
 [− (x− µ)2
 2σ2
 ] µ = 6.062× 10−2
 σ = 1.863× 10−2
 Log-normal f(x; µ, σ) =1
 σx√
 2πexp
 [− (lnx− µ)2
 2σ2
 ] µ = −2.853
 σ = 3.255× 10−1
 Gamma f(x;α, λ) =1
 λΓ(α)
 (x
 λ
 )α−1exp
 [− x
 λ
 ] α = 1.012× 101
 λ = 5.992× 10−3
 Table 5.2: Model distributions used in the investigation of the magnitude of interpolation error
 The choice of PDFs is motivated by the frequency with which the underlying distri-
 butions arise in economic and financial applications, and in particular as transitional
 PDFs of processes specified by SDEs. For example, the transitional PDF associated
 with Brownian motion is the Gaussian distribution or the Lognormal distribution for
 the case of geometric Brownian motion, while the steady state transitional density of a
 CIR process is a Gamma distribution. To ground the experiment in a realistic setting,
 the parameter values in Table 5.2 were obtained by fitting each density to interest rate
 data as though it represented the transitional PDF of a SDE modelling short-term
 interest rates. Table 5.3 reports the results of this experiment.
 The results indicate that Chebyshev Economisation is very accurate and dominates
 cubic spline interpolation once the number of nodes exceeds 20. However, both the
 construction of this experiment and the use of closed-form expressions for the PDFs
 ensure that all densities can be computed to high accuracy. By contrast, typical tran-
 sitional densities are computed by means of a numerical procedure, are often strongly

Page 145
                        

5.4. INTERPOLATION ERROR 131
 Norms of relative error using Norms of relative error using
 cubic spline interpolation Chebyshev Economisation
 Distribution M L1 L2 L1 L2
 Gaussian 10 3.508× 10−1 5.620 6.738× 10−1 2.363× 101
 15 2.622× 10−2 4.146× 10−2 5.587× 10−2 1.925× 10−1
 20 5.039× 10−3 1.844× 10−3 1.290× 10−3 9.638× 10−5
 25 1.465× 10−3 1.789× 10−4 1.914× 10−5 2.350× 10−8
 30 5.480× 10−4 2.789× 10−5 2.108× 10−7 3.000× 10−12
 Log-normal 10 2.107× 10−1 2.785 3.607 4.385× 102
 15 1.125× 10−1 2.234 1.070× 10−1 4.073× 10−1
 20 7.441× 10−2 1.057 2.109× 10−2 1.359× 10−2
 25 2.932× 10−2 1.801× 10−1 3.517× 10−4 1.617× 10−5
 30 9.462× 10−3 2.019× 10−2 1.734× 10−4 1.025× 10−6
 Gamma 10 1.889× 10−1 4.383 1.425 1.197× 102
 15 5.139× 10−2 4.139× 10−1 1.670× 10−2 1.542× 10−2
 20 7.022× 10−3 8.378× 10−3 1.514× 10−3 1.320× 10−4
 25 4.973× 10−4 5.131× 10−5 2.182× 10−5 2.864× 10−8
 30 1.081× 10−3 3.079× 10−4 2.004× 10−7 2.000× 10−12
 Table 5.3: L1 and L2 norms of the relative error in estimated density using cubic spline
 interpolation and Chebyshev Economisation with varying numbers of nodes.
 localised within [a, b] and are less accurate than would be obtained from a closed-form
 expression. In practical applications, therefore, the value of the density at many nodes
 may be poorly resolved and indistinguishable from zero. As a consequence, the actual
 dimension of B in practice must often be larger than the results of the experiment re-
 ported in Table 5.3 would suggest. In the empirical application in this chapter a quick
 calibration exercise is performed to ensure that a large enough number of interpolating
 nodes are employed.
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 5.5 Log-likelihood computation
 This section outlines a simulation experiment designed to explore the efficacy of the
 interpolation procedure in the context of likelihood computation. The experiment in-
 volves the simulation of samples of the benchmark (CIR and OU) models followed by
 the computation of the log-likelihoods of the samples by means of Chebyshev Economi-
 sation, and the comparison of these log-likelihoods with their true values. The processes
 to be considered in this experiment are the CIR process specified by the SDE
 dX = α(β −X)dt + σ√
 X dW , (5.22)
 with α = 0.2, β = 0.08 and σ = 0.1, and the OU process specified by the SDE
 dX = α(β −X)dt + σdW (5.23)
 with α = 0.2, β = 0.08 and σ = 0.03. Simulation exercises involving 2000 repetitions
 of the calculation of log-likelihood for samples containing N = 500 transitions and
 samples containing N = 1000 transitions are run. The samples are generated using the
 procedure described in Subsection 1.2.2 of this thesis.
 For each sample, the upper and lower limits of the interpolating interval [x0, xn] are
 respectively the maximum and minimum observations in the sample. For each process
 the known closed-form expression for the transitional PDF is used to construct the
 N × (M + 1) matrix, Ψ, in which each column corresponds to the likelihood of a
 transition from a particular initial state to all states in the sample. This procedure is
 implemented for the cases M = 50, M = 75 and M = 100. Chebyshev Economisation
 is used to estimate the log-likelihood of the sample which is then compared with that
 calculated from the closed-form expression for the transitional PDF. The maximum
 absolute relative error, mean absolute relative error and the mean squared relative
 error are calculated from the 2000 repetitions. The results of these simulation exercises
 are presented in Table 5.4.
 The accuracy of the Chebyshev Economisation in this controlled environment is quite
 remarkable, particularly with the choices M = 75 and M = 100. The relatively poorer
 results with M = 50 are dominated by a few simulations. In the overwhelming major-
 ity of simulations the log-likelihood is computed to very high accuracy, but in a few
 simulations (less than 0.5% of the total simulations) a small negative value is proposed
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 Measures of relative error
 M Maximum Absolute Mean Absolute Mean Squared
 CIR Process
 50 3.965× 10−2 5.472× 10−5 1.287× 10−6
 N = 500 75 4.312× 10−6 1.231× 10−8 2.002× 10−14
 100 2.964× 10−8 1.823× 10−11 4.418× 10−19
 50 9.802× 10−3 1.043× 10−4 7.271× 10−7
 N = 1000 75 9.112× 10−5 1.119× 10−7 4.511× 10−12
 100 6.404× 10−8 8.361× 10−11 2.913× 10−18
 OU Process
 50 1.878× 10−2 2.877× 10−5 3.228× 10−7
 N = 500 75 1.711× 10−5 3.103× 10−8 2.147× 10−13
 100 3.179× 10−9 1.185× 10−11 2.183× 10−20
 50 1.879× 10−2 1.723× 10−4 1.410× 10−6
 N = 1000 75 2.237× 10−5 1.370× 10−7 1.156× 10−12
 100 5.029× 10−8 1.613× 10−10 3.108× 10−18
 Table 5.4: Measures of relative error in the calculation of log-likelihood for the CIR and
 OU processes using Chebyshev Economisation and based on 2000 simulations.
 for the likelihood of a transition, which incurs a substantial penalty. Note that as a
 closed-form expression for the transitional PDF is being used to generate the values of
 the function required to perform the interpolation, the effect of sample size is simply
 to increase the scope for error. The slight increase in the error norms for the higher
 sample sizes is therefore expected.
 5.6 Parameter estimation
 In the experiments considered previously, the transitional densities were obtained from
 closed-form expressions. In practice, however, such expressions rarely exist, and conse-
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 quently the densities to be interpolated are obtained by another method, such as the
 FD procedure outlined earlier. In this experiment the parameters of the CIR equation
 (5.22) for the 2000 samples obtained in Section 5.5 will be estimated. For the sake of
 comparison, the closed-form expression for the transitional PDF will be used to provide
 EML estimates of the parameters. These will then be compared to parameter estimates
 based on the FD approach to solving the Fokker-Planck equation. In both the EML
 and FD approaches the estimation method will be employed with and without interpo-
 lation. Since this is simulated data, the true values of the parameters are known. The
 mean and standard deviation of the parameter estimates over the 2000 samples as well
 as the mean computational times are presented in Table 5.5.
 Mean α Mean β Mean σ Mean Time (sec)
 N = 500
 EML 0.3097(0.1431)
 0.0811(0.0224)
 0.1002(0.0032)
 0.04
 Interpolated EML 0.3097(0.1431)
 0.0811(0.0224)
 0.1002(0.0032)
 2.52
 FD 0.3108(0.1432)
 0.0812(0.0223)
 0.0997(0.0033)
 41.12
 Interpolated FD 0.3109(0.1431)
 0.0812(0.0223)
 0.0997(0.0033)
 6.43
 N = 1000
 EML 0.2484(0.0852)
 0.0807(0.0156)
 0.1000(0.0022)
 0.07
 Interpolated EML 0.2485(0.0852)
 0.0807(0.0156)
 0.1000(0.0022)
 4.54
 FD 0.2499(0.0852)
 0.0807(0.0156)
 0.0995(0.0023)
 88.48
 Interpolated FD 0.2499(0.0852)
 0.0807(0.0156)
 0.0995(0.0023)
 7.18
 Table 5.5: Mean parameter estimates over 2000 samples of a CIR process
 with parameter values α = 0.2, β = 0.08 and σ = 0.1. The step sizes used in
 the discretisation of state space and time in the FD procedure are ∆x = 0.001
 and ∆t = 1/600 respectively, and M = 75 in the Chebyshev Economisation.
 The standard errors of the parameter estimates are shown in parenthesis.
 The first important point to note about these results is that the average parameter
 estimates based on interpolation are indistinguishable from the estimation procedure
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 without using interpolation. This is true for both EML and FD. From a practical
 perspective, a more important result is that the computational burden of FD can be
 reduced significantly using the interpolation idea. Of particular importance is the
 fact that the mean time to perform the estimation for the sample size N = 1000
 (7.18 seconds) is only marginally greater than the mean time taken for a sample size
 N = 500 (6.43 seconds). This is in startling contrast to the time taken by the full
 FD procedure where the Fokker-Planck equation is solved 1000 times. As pointed out
 earlier, the efficiency is due to the fact that when interpolation is used, irrespective of
 the sample size, the Fokker-Planck equation need only be solved as many times as there
 are interpolating nodes (76 in this case). Any increase in computing time experienced
 for larger samples is then entirely due to the increased interpolation and, as shown by
 this example, this tends to be trivial.
 5.7 Empirical application
 There is a large literature documenting the link between the instantaneous short-term
 interest rate and the pricing of zero-coupon bonds for various terms to maturity. The
 classic one-factor model of the term structure is based on the assumption that the
 instantaneous interest rate r(t) evolves in accordance with
 dr = α(β − r) dt + σrγ dW (5.24)
 where α (speed of adjustment), β (the mean interest rate), σ (volatility control) and γ
 (the so-called levels effect) are the parameters to be estimated. Notwithstanding any
 theoretical shortcomings in this general approach, estimating the parameters of (5.24)
 is a worthwhile and challenging task with which to illustrate the methods outlined
 here and reach some tentative conclusions on the magnitudes of the parameters of
 interest. In this section the FD approach, with and without interpolation, will be used
 to estimate the parameters of the generalised CIR model and also the special case of
 γ = 0.5, which is the CIR model discussed previously. The data are monthly average
 observations of the U.S. 3-month Treasury Bill rate from August 1982 to November
 1998 obtained from the Federal Reserve Economic Database3 and are plotted in Figure
 5.1. This data set has previously been used by Hurn et al. (2003) in the estimation of
 3The data may be downloaded from the URL http://www.stls.frb.org/fred/
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 the parameters of SDEs.
 1980 1984 1988 1992 1996 20000
 2
 4
 6
 8
 10
 12% rate
 β
 Figure 5.1: Monthly average of the U.S. 3-month Treasury Bill
 rate from August 1982 to November 1998.
 As the true parameters are unknown in this case, no quantitative conclusions can be
 drawn about the accuracy of the parameter estimates. On the other hand, as the
 closed-form expression for the transitional PDF is known for the special case of the
 CIR process, EML may again be used to estimate the parameters in order to provide
 a benchmark for comparison. The results, presented in Table 5.6, clearly demonstrate
 the computational benefits of the interpolation idea despite the fact that the number
 of observations (196) in the data set is small. The interpolation idea reduces the
 computational time of the FD approach by roughly 60% without degradation in the
 accuracy of the parameter estimates.
 This application highlights the need to choose carefully the number of interpolating
 nodes. The choice of M = 80 for both models was made with reference to a quick
 calibration exercise. First, the parameters of the SDEs were estimated using discrete
 maximum likelihood (DML). Second, the log-likelihood values provided by the inter-
 polated finite difference scheme at the DML parameters were examined as M was
 increased from 20 in steps of 10. The chosen values reflect the points at which the
 log-likelihoods were insensitive (to four decimal places) to the addition of more nodes.
 The most likely reason that such large values for M were required is that the models
 do not seem to fit the data particularly well (Hurn et al. 2003).
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 α β σ γ Time (sec)
 Generalised CIR Process
 FD 0.1572 0.0435 0.0521 0.6491 222.97
 Interpolated FD (M = 80) 0.1572 0.0435 0.0521 0.6491 94.15
 CIR Process
 EML 0.1559 0.0438 0.0341 − 0.02
 FD 0.1550 0.0437 0.0341 − 128.30
 Interpolated FD (M = 80) 0.1550 0.0437 0.0341 − 54.21
 Table 5.6: Parameter estimates for CIR and Generalised CIR SDEs using Treasury
 Bill rate data. In the FD scheme the discretisation intervals are ∆x = 0.0001 and
 ∆t = 1/1200 for state space and time respectively.
 5.8 Conclusion
 This chapter introduces a novel idea which raises the possibility of significantly reducing
 the computational burden of existing ML approaches to the estimation of the parame-
 ters of SDEs. The idea relies on the fact that most SDEs in economics and finance are
 time homogeneous, and hence information about the value of the transitional density
 function for transitions from a grid of initial states to an observation can be used to
 interpolate the value of the transitional density for transitions to that observation from
 any initial state. On the basis of a number of simulation experiments, it is shown that
 as few as 50 interpolating nodes can provide the basis for a highly accurate procedure
 for calculating the log-likelihood of a sample from transitional densities calculated at
 these carefully chosen nodes.
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Chapter 6
 Conclusion
 Stochastic differential equations (SDEs) form the basis of dynamic models of many
 different variables in a diverse range of fields. For example, SDEs are frequently incor-
 porated in the asset allocation models used by superannuation funds and hedge funds.
 The decisions that are guided by these models affect a very large proportion of the com-
 munity and, as such, any developments that can improve the explanatory/forecasting
 power of SDE-based models provide obvious benefits to society.
 This thesis makes a number of original contributions to the existing literature on the
 estimation of the parameters of stochastic differential equations (SDEs) from discretely-
 sampled data. In particular, five significant contributions made by the thesis are enu-
 merated in Subsection 1.1. The robust findings to emerge from the body of research
 with regards to each of these contributions are
 1. In the critical evaluation of existing estimators two groups of estimation proce-
 dures perform particularly well across the criteria of accuracy, speed and gener-
 ality. Estimation based on the numerical solution of the Fokker-Planck equation
 is extremely accurate, easily generalisable and can be applied in almost all cir-
 cumstances. The drawback of this approach, however, is that it is moderately
 computationally intensive. The other recommended group of estimation proce-
 dures approximate the transitional probability density function (PDF) by means
 of Hermite polynomial expansions (HPEs). This approach returns the best com-
 binations of speed and accuracy when estimating the parameters of well-known
 SDEs, but is not easy to generalise if standard specifications do not provide suf-
 139
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 ficient accuracy.
 2. New estimation procedures based on the finite-element and Chebyshev-collocation
 approaches to the numerical solution of the Fokker-Planck equation are imple-
 mented successfully. Both procedures are highly accurate in the sense that they
 effectively return EML parameter estimates in each and every sample. More-
 over, the finite-element procedure requires substantially less computational effort
 than a previously implemented finite-difference approach. The reason for this is
 that nodes can be placed more efficiently in the finite-element procedure, thereby
 allowing comparable accuracy to be obtained at lower computational cost.
 3. Estimation procedures based on the numerical solution of a reformulation of the
 Fokker-Planck in terms of the transitional cumulative distribution function (CDF)
 are shown to be significantly more robust than, and at least as accurate as, equiv-
 alent specifications based on the numerical solution of the Fokker-Planck equation
 itself. This reformulation alleviates the problem presented by the delta function
 initial condition for the transitional PDF, which is impossible to represent nu-
 merically. In practice, the CDF specification of the problem should be used in
 almost all situations to ensure that the initial condition is adequately resolved.
 4. A new estimation procedure based on a finite Hermite polynomial expansion
 (HPE) where the coefficients of the expansion are computed from the local mo-
 ments of the transitional PDF is also implemented successfully. Provided that
 the moments are integrated to a high degree of accuracy the new algorithm re-
 turns better accuracy than the algorithm proposed by Aıt-Sahalia (2002) and also
 seems to be slightly more robust. The drawback of the new algorithm is that, as it
 involves numerical integration, it is substantially more computationally intensive
 than Aıt-Sahalia’s procedure which is based on closed-form expressions.
 5. A novel technique for reducing the computational cost of any ML estimation pro-
 cedure without compromising the properties of the estimator is introduced. The
 technique is based on the use of the Chebyshev Economisation to interpolate a
 precalculated family of transitional PDFs with initial states spread across the
 sample space. The technique is illustrated with reference to an estimation pro-
 cedure based on the finite-difference solution of the reformulated Fokker-Planck
 equation and proves to dramatically reduce the required computational time with
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 practically no degradation in accuracy. Crucially, the interpolation idea substan-
 tially reduces the dependence of the computational time on the size of the data set.
 For example, the computational time for the finite-difference procedure roughly
 doubles when the sample size is increased from N = 500 transitions to N = 1000
 transitions. By contrast, the increase in computational time for the interpolated
 finite-difference approach when the sample size is doubled is approximately 10%.
 In summarising the entire thesis it is appropriate to return to the key research problem,
 which is the development of ML estimation procedures that are generic, accurate and
 computationally feasible. In terms of accuracy and computational efficiency the clear
 winners are the approaches based on HPEs proposed by Aıt-Sahalia (2002). However,
 these approaches are somewhat problem specific and are not easy to generalise to
 give higher levels of accuracy when faced with non-standard problems. By contrast,
 approaches based on the numerical solution of Fokker-Planck equation and the method
 of simulated maximum likelihood are completely generic, in that once they are coded,
 a new problem can be handled by simply changing the specification of the drift and
 diffusion functions in the code. Furthermore, these procedures can be applied in almost
 all situations and can easily be generalised to provide greater accuracy or even to deal
 with multi-dimensional problems. Of the procedures based on the numerical solution
 of the Fokker-Planck equation, the CDF specification of the finite-element procedure
 developed in Chapter 3 is the most promising. It is completely generic, highly accurate
 and, particularly if used in combination with the interpolation idea proposed in Chapter
 5, extremely computationally efficient.
 A number of limitations of this thesis constitute avenues for possible future research.
 First, this thesis ignores the important issue of model specification in order to focus
 on the parameter estimation problem. The development of reliable methods for test-
 ing the specification of SDE-based models is an important area for future research.
 Second, the comparative analysis in this thesis does not focus any attention on multi-
 dimensional problems. Future research into the performance of the various estimators
 in a multi-dimensional setting would be beneficial. Finally, it became clear in undertak-
 ing empirical applications during this thesis that a number of commonly used models
 in economics and finance do not fit real data particularly well. The development of
 better models is therefore also an important area for future research.
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Appendix A
 Transitional PDFs of the CIR
 and OU processes
 The Fokker-Planck equation is linear in the unknown transitional PDF and therefore
 one way to obtain solutions of this equation is by means of integral transforms. The
 characteristic function is defined to be the Fourier transform of the transitional PDF if
 S = R and the Laplace transform if S = R+. After presenting a general introduction to
 the characteristic function, the method of characteristics is used to derive closed-form
 expressions for the transitional PDFs of the CIR and OU models respectively.
 Characteristic function Suppose that X is the stochastic process satisfying the
 initial boundary value problem posed by
 ∂f
 ∂t=
 ∂
 ∂x
 (12
 ∂(g2(x; θ)f)∂x
 − µ(x; θ)f)
 x ∈ S, t > t0 , (A.1)
 with initial and boundary conditions
 f(x, t0) = δ(x−X0) , x ∈ S ,
 q = µ(x;θ)f − 12
 ∂(g2(x;θ)f)∂x
 = 0 , x ∈ ∂S, t > t0 ,
 (A.2)
 where δ(x) is the usual Dirac delta function, q = q(x, t) is the flux of probability density
 at time t and state x and ∂S denotes the boundary of the region S.
 The characteristic function of X is defined by
 f(p, t) =∫
 Se−px f(x, t) dx (A.3)
 143
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 where f(x, t) ≡ f( (x, t) | (X0, t0); θ) is the transitional PDF of X and p is a parameter
 which is restricted to those regions of the complex plane for which the convergence
 of the integral defining f(p, t) is assured. If S = R, as occurs in the case of the OU
 process, then p = iω where ω is real-valued, i2 = −1 and the characteristic function is
 the familiar Fourier transform of the transitional PDF. On the other hand, if S = R+
 (or any semi-infinite interval) as happens in the case of the CIR process, then p is
 a complex number that is typically restricted to the half-plane Re(p) > b where b is
 defined by the requirement that | f(x, t) | < Mebx for all x > 0 and the characteristic
 function is now the Laplace transform of the transitional PDF.
 Independent of the choice of transform, the Fokker-Planck equation given in (A.1) is
 first used to show that
 ∂ f
 ∂t=
 ∫
 Se−px ∂f(x, t)
 ∂tdx = −
 ∫
 Se−px ∂q(x, t)
 ∂xdx = −p
 ∫
 Se−px q(x, t) dx = −p q
 (A.4)
 where q(p, t) is the transform of the probability flux and the boundary conditions
 q = 0 required to conserve transitional probability density in S likewise causes the
 contributions from the boundary of S to vanish in the derivation of equation (A.4). A
 further integration by parts gives
 q =∫
 Se−px µ(x; θ)f(x, t) dx− 1
 2
 [e−pxg2(x;θ)f(x, t)
 ]∂S− p
 2
 ∫
 Se−pxg2(x; θ)f(x, t) dx .
 (A.5)
 Typically the product g2(x;θ)f(x, t) → 0 as x → ∂S, and with this proviso, the
 characteristic function1 of X is the solution of the initial value problem
 ∂ f
 ∂t=
 p2
 2
 ∫
 Se−pxg2(x;θ)f(x, t) dx− p
 ∫
 Se−px µ(x; θ)f(x, t) dx , f(p, t0) = e−pX0 .
 (A.6)
 Once the characteristic function has been found, the transitional PDF may, in principle,
 be obtained through the use of an inverse transform.
 Cox, Ingersoll and Ross model The square-root process proposed by Cox, Inger-
 soll and Ross (1985) as a model of the instantaneous short term interest rate, commonly
 1It should be noted that the procedure described here in one dimension extends to multi-dimensions.
 The Fokker-Planck equation becomes the conservation equation ∂f(x, t)/∂t+divq = 0 and integration
 by parts generalises to Gauss’s theorem.
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 referred to as the CIR model, evolves according to the SDE
 dX = α(β −X) dt + σ√
 X dw (A.7)
 where α (speed of adjustment), β (the mean interest rate) and σ (volatility control)
 are positive parameters to be estimated. Thus the CIR process exhibits mean reversion
 of X to the state X = β. Most importantly, however, the properties g(0;θ) = 0 and
 µ(0;θ) > 0 ensure that S = R+.
 The transitional probability density function of the CIR process will now be constructed
 using the method of characteristics. Since the state space of the CIR process is R+,
 the Laplace transform provides a suitable characterisation of the process. The crucial
 idea is to recognise that whenever µ(x; θ) and g2(x; θ) are affine functions of state,
 their Laplace (or Fourier) transforms can be expressed as linear combination of the
 characteristic function itself and its partial derivative with respect to the parameter
 p. The drift and diffusion specifications for the CIR process in equation (A.7) are
 respectively µ(x; θ) = α(β − x) and g2(x; θ) = σ2x, and therefore∫ ∞
 0e−pxg2(x; θ)f(x, t) dx = −σ2 ∂ f
 ∂p,
 ∫ ∞
 0e−px µ(z; θ)f(x, t) dx = αβ f + α
 ∂ f
 ∂p.
 (A.8)
 It now follows immediately from equation (A.6) that the characteristic function of the
 CIR process starting in state Xk at time tk satisfies the initial value problem
 ∂ f
 ∂t= −
 (p2σ2
 2+ α p
 )∂f
 ∂p− pαβf , f(p, tk) = e−pXk .
 This partial differential equation can be solved immediately using the method of char-
 acteristics. Briefly, on the curve defined by the solution of the initial value problem
 dp
 dt=
 p2σ2
 2+ α p , p(tk) = s , (A.9)
 the characteristic function f satisfies the initial value problem
 df
 dt=
 ∂f
 ∂t+
 ∂f
 ∂p
 dp
 dt= −pαβf , f(s, tk) = e−sXk . (A.10)
 Equation (A.9) is a Bernoulli equation with particular solution
 p =2αs eα(t−tk)
 2α + s σ2(1− eα(t−tk)). (A.11)
 This solution for p is now substituted into equation (A.10) and the resulting differential
 equation integrated with respect to t to obtain
 f(s, t) = e−sXk
 [1 +
 s σ2
 2α
 (1− eα(t−tk)
 ) ]2α β/σ2
 . (A.12)
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 The characteristic function of X at time tk+1 is now constructed by eliminating the
 parameter s between equations (A.11) and (A.12). After some straightforward algebra
 it can be shown that
 f(p, tk+1) = c ν+1 e−u (p + c)−ν−1 exp[ cu
 p + c
 ](A.13)
 where c, u, v and ν are defined respectively by
 c =2α
 σ2(1− e−α(tk+1−tk)), u = cXke
 −α(tk+1−tk) , v = cx , ν =2αβ
 σ2− 1 . (A.14)
 The final stage in this argument is to observe from tables of Laplace transforms2 that∫ ∞
 0
 ( x
 η
 )ν/2Iν(2
 √ηx )e−px dx = p−ν−1 eη/p , Re (ν) > −1
 where Iν(x) is the modified Bessel function of the first kind of order ν. This identity in
 combination with the shift theorem for Laplace transforms, namely that the function
 e−cxf(x, tk+1) has Laplace transform f(p + c, tk+1), indicates that the CIR process
 which started at Xk at time tk diffuses to a final state at time tk+1 that is non-central
 chi-squared distributed with transitional PDF
 f(x |Xk; θ) = c(v
 u
 ) q2e−(
 √u−√v)2 e−2
 √uvIq(2
 √uv) (A.15)
 where c, u, v and ν are defined in (A.14).
 Ornstein-Uhlenbeck model The OU process proposed by Vasicek (1977) evolves
 according to the SDE
 dX = α(β −X) dt + σ dW (A.16)
 where α (speed of adjustment), β (the mean interest rate) and σ (volatility control) are
 again the parameters to be estimated. The OU process also exhibits mean reversion of
 X to the state X = β, but unlike the CIR process, the domain of the state variable is
 unrestricted, that is, S = R. The analysis of the OU process mirrors that of the CIR
 process with the exception that the characteristic function is now the Fourier transform
 of the transitional PDF. In this case p = iω where i2 = −1. Briefly, the characteristic
 function of the OU process satisfies the initial value problem
 ∂f
 ∂t= −
 (ω2σ2
 2+ iωαβ
 )f − αω
 ∂f
 ∂ω, f(ω, tk) = e−iωXk . (A.17)
 2One useful source of Fourier and Laplace transforms with their inverses is provided in Volumes I
 and II of the Bateman Manuscript Project (1954). The Laplace transform needed here is result (35)
 on page 245 of Volume I.
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 The characteristic procedure described in detail in the treatment of the CIR process is
 now used to solve equation (A.17) and eventually leads to the characteristic function
 f(ω, tk+1) = exp[− iω
 (Xk + (β −Xk)(1− e−α(tk+1−tk))
 )− ω2σ2
 4α
 (1− e−2α(tk+1−tk)
 )].
 (A.18)
 This is the characteristic function of the Normal distribution with mean value Xk +
 (β−Xk)(1−e−α(tk+1−tk)) and variance σ2(1−e−2α(tk+1−tk)
 )/2α. The transitional PDF
 of X at time tk+1 for the process starting at Xk at time tk therefore has closed-form
 expression
 f(x |Xk; θ) =1√2πV
 exp[− (x− x)2
 2V
 ](A.19)
 where
 V =σ2(1− e−2α(tk+1−tk))
 2α, x = β + (Xk − β) e−α(tk+1−tk) .
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 Discrete maximum likelihood
 CIR process The CIR process evolves according to the SDE
 dx = α(β − x)dt + σ√
 x dW (B.1)
 where α, β and σ are parameters to be estimated from (N +1) observations X0, . . . , XN
 of the process at the deterministic times t0, . . . , tN . Traditional DML uses the Euler-
 Maruyama algorithm to approximate the solution of equation (B.1) by one integration
 step of duration ∆k = (tk+1 − tk) to obtain
 X = Xk + α(β −Xk)∆k + σ√
 Xk εk (B.2)
 where εk ∼ N(0, ∆k). To maintain generality, the DML procedure is developed for
 observations that are spaced non-uniformly in time, although in practice it is often the
 case that ∆k = ∆ for all values of k, that is, the observations are spaced uniformly
 in time. Equation (B.2) indicates that the transitional density of (X, tk+1) for a CIR
 process starting at (Xk, tk) is
 f( (X, tk+1) | (Xk, tk);θ) =1√
 2πσ2Xk∆k
 exp[−
 (X −Xk − α(β −Xk)∆k
 )2
 2σ2Xk∆k
 ],
 and therefore the likelihood L of observing the states X0, . . . , XN at the times t0, . . . , tN
 is
 L =N−1∏
 k=0
 1√2πσ2Xk∆k
 exp[−
 (X −Xk − α(β −Xk)∆k
 )2
 2σ2Xk∆k
 ]. (B.3)
 By choice of the parameters α, β and σ in expression (B.3), the traditional DML
 procedure either seeks to maximise the value of L, or alternatively, seeks to minimise
 149
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 the value of the negative log-likelihood
 − logL =12
 N−1∑
 k=0
 (Xk+1 −Xk − α(β −Xk)∆k
 )2
 σ2Xk∆k+
 N
 2log (2πσ2Xk∆k). (B.4)
 The partial derivatives of the negative log-likelihood function with respect to the para-
 meters α, β and σ are respectively
 −∂ logL∂α
 = − 1σ2
 N−1∑
 k=0
 (β −Xk
 )(Xk+1 −Xk − α(β −Xk)∆k
 )
 Xk,
 −∂ logL∂β
 = − α
 σ2
 N−1∑
 k=0
 Xk+1 −Xk − α(β −Xk)∆k
 Xk,
 −∂ logL∂σ
 = − 1σ3
 N−1∑
 k=0
 (Xk+1 −Xk − α(β −Xk)∆k
 )2
 Xk∆k+
 N
 σ.
 (B.5)
 The optimal values of the parameters, say α, β and σ, are determined by the re-
 quirement that the gradient of the negative log-likelihood function is zero. The third
 equation of (B.5) indicates that
 σ2 =1N
 N−1∑
 k=0
 (Xk+1 −Xk − α( β −Xk)∆k
 )2
 Xk∆k, (B.6)
 and so σ can be recovered immediately once the optimal values of α and β are deter-
 mined. On the other hand, the optimal values of α and β satisfy
 N−1∑
 k=0
 (β −Xk
 )(Xk+1 −Xk − α( β −Xk)∆k
 )
 Xk= 0 ,
 N−1∑
 k=0
 Xk+1 −Xk − α( β −Xk)∆k
 Xk= 0 .
 (B.7)
 The second of equations (B.7) is used to simplify the first of equations (B.7) to obtain
 XN −X0 =N−1∑
 k=0
 Xk+1 −Xk = αN−1∑
 k=0
 ( β −Xk)∆k = α(
 βN−1∑
 k=0
 ∆k −N−1∑
 k=0
 Xk∆k
 ).
 The second equation in (B.7) may itself be reorganised to give
 N−1∑
 k=0
 Xk+1 −Xk
 Xk= α
 (β
 N−1∑
 k=0
 ∆k
 Xk−
 N−1∑
 k=0
 ∆k
 ).
 To summarise the situation to date, the optimal values of the parameters α and β
 satisfy the equations
 α(
 βN−1∑
 k=0
 ∆k −N−1∑
 k=0
 Xk∆k
 )= XN −X0 ,
 α(
 βN−1∑
 k=0
 ∆k
 Xk−
 N−1∑
 k=0
 ∆k
 )=
 N−1∑
 k=0
 Xk+1 −Xk
 Xk.
 (B.8)
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 Each summation appearing in these equations is computable from the observations and
 times. Clearly α and β may be calculated directly from equations (B.8), for example,
 by dividing the first equation by the second equation to eliminate α and generate a
 linear equation to be solved for β. Once α and β are calculated, σ is determined from
 equation (B.6).
 OU process The OU process evolves according to the SDE
 dx = α(β − x)dt + σ dW (B.9)
 where α, β and σ are parameters to be estimated from (N +1) observations X0, . . . , XN
 of the process at the deterministic times t0, . . . , tN . The Euler-Maruyama algorithm is
 again used to approximate the solution of equation (B.9) by one integration step of
 duration ∆k = (tk+1 − tk) to get
 X = Xk + α(β −Xk)∆k + σ εk (B.10)
 where εk ∼ N(0, ∆k). As with the DML development of the CIR process, the treatment
 of the OU process again maintains generality by assuming that the observations are
 spaced non-uniformly in time, although in practice this is often not the case. Equation
 (B.10) indicates that the transitional density of (X, tk+1) for an OU process starting at
 (Xk, tk) is
 f( (X, tk+1) | (Xk, tk);θ) =1√
 2πσ2∆k
 exp[−
 (X −Xk − α(β −Xk)∆k
 )2
 2σ2∆k
 ],
 and therefore the likelihood L of observing the states X0, . . . , XN at the times t0, . . . , tN
 is
 L =N−1∏
 k=0
 1√2πσ2∆k
 exp[−
 (X −Xk − α(β −Xk)∆k
 )2
 2σ2∆k
 ]. (B.11)
 By choice of the parameters α, β and σ in expression (B.11), the traditional DML
 procedure either seeks to maximise the value of L, or alternatively, seeks to minimise
 the value of the negative log-likelihood
 − logL =12
 N−1∑
 k=0
 (Xk+1 −Xk − α(β −Xk)∆k
 )2
 σ2∆k+
 N
 2log (2πσ2∆k). (B.12)
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 The partial derivatives of the negative log-likelihood function with respect to the para-
 meters α, β and σ are respectively
 −∂ logL∂α
 = − 1σ2
 N−1∑
 k=0
 (β −Xk
 )(Xk+1 −Xk − α(β −Xk)∆k
 ),
 −∂ logL∂β
 = − α
 σ2
 N−1∑
 k=0
 (Xk+1 −Xk − α(β −Xk)∆k
 ),
 −∂ logL∂σ
 = − 1σ3
 N−1∑
 k=0
 (Xk+1 −Xk − α(β −Xk)∆k
 )2
 ∆k+
 N
 σ.
 (B.13)
 The optimal values of the parameters, say α, β and σ, are determined by the re-
 quirement that the gradient of the negative log-likelihood function is zero. The third
 equation of (B.13) indicates that
 σ2 =1N
 N−1∑
 k=0
 (Xk+1 −Xk − α( β −Xk)∆k
 )2
 ∆k, (B.14)
 and so σ can be recovered immediately once the optimal values of α and β are deter-
 mined. On the other hand, the optimal values of α and β satisfy
 N−1∑
 k=0
 (β −Xk
 )(Xk+1 −Xk − α( β −Xk)∆k
 )= 0 ,
 N−1∑
 k=0
 (Xk+1 −Xk − α( β −Xk)∆k
 )= 0 .
 (B.15)
 The second of equations (B.15) may be reorganised immediately to give
 XN −X0 =N−1∑
 k=0
 Xk+1 −Xk = α
 N−1∑
 k=0
 ( β −Xk)∆k = α(
 β
 N−1∑
 k=0
 ∆k −N−1∑
 k=0
 Xk∆k
 ).
 Alternatively, the second of equations (B.15) may be used to simplify the first of equa-
 tions (B.15) to get
 N−1∑
 k=0
 (Xk+1 −Xk
 )Xk = α
 (β
 N−1∑
 k=0
 Xk∆k −N−1∑
 k=0
 X2k∆k
 ).
 To summarise the situation to date, the optimal values of the parameters α and β
 satisfy the equations
 α(
 βN−1∑
 k=0
 ∆k −N−1∑
 k=0
 Xk∆k
 )= XN −X0 ,
 α(
 βN−1∑
 k=0
 Xk∆k −N−1∑
 k=0
 X2k∆k
 )=
 N−1∑
 k=0
 Xk
 (Xk+1 −Xk
 ).
 (B.16)
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 Each summation appearing in these equations is computable from the observations and
 times. Clearly α and β may be calculated directly from equations (B.16), for example,
 by dividing the first equation by the second equation to eliminate α and generate a
 linear equation to be solved for β. Once α and β are calculated, σ is determined from
 equation (B.14).
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Appendix C
 Marginal distributions
 Given a sample of (N + 1) observations of the process
 dX = µ(X;θ) dt + g(X;θ) dW (C.1)
 MCMC methods proceed by dividing the transition from (Xk, tk) to (Xk+1, tk+1) into
 m sub-transitions of duration ∆t = (tk+1 − tk)/m to give mN sub-transitions in total.
 The likelihood function for this augmented sample is constructed from the product of
 the traditional DML likelihoods of these sub-transitions and is given by
 L =mN−1∏
 j=0
 1√2πg2(x∗j ;θ)∆t
 exp[−
 (x∗j+1 − x∗j − µ(x∗j ; θ)∆t
 )2
 2g2(x∗j ; θ)∆t
 ]
 = exp[−
 nM−1∑
 j=0
 (x∗j+1 − x∗j − µ(x∗j ; θ)∆t
 )2
 2g2(x∗j ; θ)∆t
 ] mN−1∏
 j=0
 1√2πg2(x∗j ; θ)∆t
 .
 (C.2)
 Usually little is known about the prior distribution of the parameters, and consequently
 the likelihood (C.2) is treated as a joint probability density for the parameters given the
 current values for the unobserved datums. The OU and CIR processes to be considered
 in this article have drift specification µ(x; θ) = κ − αx and diffusion specification
 g2(x; θ) = σ2h(x) where h(x) = 1 for the OU process and h(x) = x for the CIR
 process. In particular, the drift specification is a linear function of its parameters1
 and is independent of σ. These properties of the drift and diffusion functions facilitate
 the development of a procedure for drawing from the marginal distributions of the
 parameters.
 1Of course, in order to make this so, the drift function has been rewritten with αβ replaced by κ.
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 Let θµ denote the model parameters excluding σ and let ν = mN , then for the class of
 models characterised by the constitutive specifications µ = µ(x; θµ) and g2 = σ2h(x),
 the likelihood of the augmented sample given initially by expression (C.2) can be further
 simplified into the form
 L =e−ψ/σ2
 (2π∆t)ν/2
 1σν
 ( ν−1∏
 j=0
 h(x∗j ))−1/2
 (C.3)
 where
 ψ =1
 2∆t
 ν−1∑
 j=0
 (x∗j+1 − x∗j − µ(x∗j ; θµ)∆t)2
 h(x∗j ).
 The likelihood (C.3) is now scaled to a probability density function in σ and θµ to
 obtain
 fσ(σ,θµ) = Ae−ψ/σ2
 σν
 ( ν−1∏
 j=0
 h(x∗j ))−1/2
 (C.4)
 where A is chosen to ensure that fσ(σ,θµ) encloses unit mass in parameter space. Let
 Z = ψ/σ2, then the density of Z and θµ is constructed from fσ(σ,θµ) in the usual way
 to get
 fZ(z,θµ) = fσ(σ, θµ)dσ
 dz=
 A
 2z(ν−3)/2e−z
 ψ(ν−1)/2
 ( ν−1∏
 j=0
 h(x∗j ))−1/2
 . (C.5)
 Since fZ(z, θµ) is a product of a function of Z and a function of θµ then it follows
 immediately that Z and θµ are independently distributed random variables. Clearly
 Z is Gamma-distributed with parameter (ν − 1)/2, and therefore a realisation of σ is
 obtained directly from σ =√
 ψ(θµ)/Z by drawing Z from the Gamma distribution
 once a realisation of θµ is available.
 Again, it is clear from expression (C.5) for the joint PDF of Z and θµ that θµ has
 multivariate PDF proportional to
 fθµ(θµ) =B
 ψ(ν−1)/2. (C.6)
 where B is a suitable sealing constant. Provided the specification of µ(x∗j ; θµ) is a linear
 function of θµ, as happens in both the CIR and OU processes where µ(x; θµ) = κ−αx,
 then ψ is a quadratic form in the parameters θµ and therefore the parameters themselves
 are multivariate student-t distributed.
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 CIR and OU processes The procedure for drawing the parameters θµ is now illus-
 trated for the drift specification µ(x,θµ) = κ− αx. In this case
 ψ =1
 2∆t
 ν−1∑
 j=0
 (x∗j+1 − x∗j − (κ− αx∗j )∆t)2
 h(x∗j )= α2C1− 2καC2 +κ2C3 +C4 +2αC5− 2κC6
 (C.7)
 where
 C1 =∆t
 2
 ν−1∑
 j=0
 x∗j2
 h(x∗j ), C2 =
 ∆t
 2
 ν−1∑
 j=0
 x∗jh(x∗j )
 ,
 C3 =∆t
 2
 ν−1∑
 j=0
 1h(x∗j )
 , C4 =1
 2∆t
 ν−1∑
 j=0
 (x∗j+1 − x∗j )2
 h(x∗j ),
 C5 =12
 ν−1∑
 j=0
 x∗j (x∗j+1 − x∗j )h(x∗j )
 , C6 =12
 ν−1∑
 j=0
 (x∗j+1 − x∗j )h(x∗j )
 .
 (C.8)
 The expression for ψ is manipulated into standard form in two stages. First, the
 solutions α and κ of the equations ∂ψ/∂α = ∂ψ/∂κ = 0 are sought. Thus α and κ
 satisfy the linear equations
 αC1 − κC2 = −C5 − αC2 + κC3 = C6
 with solutions
 α =C2C6 − C3C5
 C1C3 − C22
 , κ =C1C6 − C2C5
 C1C3 − C22
 . (C.9)
 The solutions for α and κ are now used to re-express ψ in the more convenient form
 ψ = C1
 [(α− α)− C2
 C1(κ− κ)
 ]2+
 (C3 − C2
 2
 C1
 )(κ− κ)2 + χ (C.10)
 where
 χ =C3C
 25 + C1C
 26 − 2C2C5C6 + C2
 2C4 − C1C3C4
 C22 − C1C3
 .
 Two new variables ζ and η are now defined by
 ζ =
 √C1
 χ
 [(α− α)− C2
 C1(κ− κ)
 ], η =
 √C1C3 − C2
 2
 C1χ
 (κ− κ
 ). (C.11)
 With respect to these new variables ψ = χ(ζ2 + η2 + 1) and the PDF from which the
 parameters α and κ are to be drawn now takes the form
 fθµ(θµ) =B
 χ(ν−1)/2
 1(ζ2 + η2 + 1)(ν−1)/2
 . (C.12)
 The value of α and κ are now straightforward to draw. First the marginal density
 of η is constructed in the usual way by integrating ζ out of expression (C.12). The
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 result of this calculation is that η√
 ν − 3 is student-t distributed with (ν − 3) degrees
 of freedom. The random variable η√
 ν − 3 is now drawn and the value of η determined.
 Given η, expression (C.12) indicates that ζ√
 ν − 2/√
 1 + η2 is student-t distributed
 with (ν − 2) degrees of freedom. Thus the value of ζ may be determined by drawing
 ζ√
 ν − 2/√
 1 + η2 from a student-t distribution with (ν − 2) degrees of freedom. Thus
 the value of ψ is now determined from which the parameter σ is obtained by drawing
 Z from the appropriate Gamma distribution. Of course, knowledge of η and ζ enables
 the values of κ and α to be backed out from formulae (C.11).
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Appendix D
 Eigenfunctions of the
 infinitesimal operator
 CIR process The eigenfunctions φ(x) of the infinitesimal operator of the CIR process
 dX = α(β −X)dt + σ√
 X dW (D.1)
 are solutions of the ordinary differential equation
 σ2x
 2d2φ
 dx2+ α(β − x)
 dφ
 dx− λφ = 0 . (D.2)
 Under the change of variable z = 2α x/σ2 equation (D.2) becomes
 zd2φ
 dz2+
 (ν + 1− z
 )dφ
 dz− λ
 αφ = 0 , ν =
 2αβ
 σ2− 1.
 When λ = −αj this equation has the generalised Laguerre polynomial of degree j,
 namely Lνj (z), as one solution and so the estimating function procedure for the CIR
 process is based on the choice
 φj(x) = Lνj (2α x/σ2) , λj = −αj , j > 0. (D.3)
 OU process The eigenfunctions φ(x) of the infinitesimal operator of the OU process
 dX = α(β −X)dt + σ dW (D.4)
 are solutions of the ordinary differential equation
 σ2
 2d2φ
 dx2+ α(β − x)
 dφ
 dx− λφ = 0 . (D.5)
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 Under the change of variable z =√
 α (x− β)/σ equation (D.5) becomes
 d2φ
 dz2− 2z
 dφ
 dz− 2λ
 αφ = 0
 which is the generalised Hermite equation. This equation has the Hermite polynomial
 of degree j, namely Hj(z), as a solution whenever λ = −αj, and so the estimating
 function procedure for the OU process is based on the choice
 φj(x) = Hj
 (√α (x− β)/σ
 ), λj = −αj , j > 0 . (D.6)
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Appendix E
 Integrals involving basis functions
 This appendix develops the integral results used in the derivation of equations (3.29),
 (3.30), (3.31), (3.40), (3.41) and (3.42). The important point to note is that the value
 of these integrals is the sum of contributions from individual elements. Consider the
 contribution made by the single element occupying [xj−1, xj ] in the case of the family
 of triangular basis functions
 ψj(x) =
 x− xj−1
 xj − xj−1x ∈ [xj−1, xj ]
 xj+1 − x
 xj+1 − xjx ∈ [xj , xj+1]
 0 otherwise.
 (E.1)
 Only ψj−1(x) and ψj(x) take a non-zero value for this element. Let p, q, r and s
 be non-negative integers, then the coefficient of any contribution to the finite-element
 algorithm arising from this element is a special case of the generic form
 I(p, q, r, s) =∫ xj
 xj−1
 ψpj−1(x)ψq
 j (x)(dψj−1
 dx
 )r(dψj
 dx
 )sdx . (E.2)
 Under the change of variable x = xj−1 + λ(xj − xj−1), the basis functions ψj−1(x) and
 ψj(x) become respectively (1−λ) and λ and the expression for I(p, q, r, s) simplifies to
 give
 I(p, q, r, s) =(−1)r
 (xj − xj−1)r+s−1
 ∫ 1
 0(1− λ)pλq dλ =
 (−1)rB(p + 1, q + 1)(xj − xj−1)r+s−1
 (E.3)
 where B(m,n) denotes the usual Beta function. The construction of the finite-element
 solution of the Fokker-Planck equation requires the evaluation of integrals in which the
 integrand is a product involving either two or three basis functions.
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 Integrals involving products of two basis functions
 The use of the finite-element procedure to solve the Fokker-Planck equation requires
 the evaluation of two such integrals. The general result (E.3) may first be used to show
 that ∫ xj
 xj−1
 ψj−1(x)ψj(x) dx = (xj − xj−1)B(2, 2) =xj − xj−1
 6,
 ∫ xj
 xj−1
 ψ2j (x) dx = (xj − xj−1)B(3, 1) =
 xj − xj−1
 3.
 (E.4)
 In the case in which the finite-element method is used to solve the partial differen-
 tial equation describing the evolution of the transitional CDF, the construction of the
 transitional PDF from the transitional CDF requires the evaluation of∫ xj
 xj−1
 dψj(x)dx
 ψj(x) dx = −∫ xj
 xj−1
 dψj−1(x)dx
 ψj(x) dx = B(1, 2) =12
 ,
 ∫ xj
 xj−1
 dψj(x)dx
 ψj−1(x) dx = −∫ xj
 xj−1
 dψj−1(x)dx
 ψj−1(x) dx = B(1, 2) =12
 .
 (E.5)
 Integrals involving products of three basis functions
 The use of the finite-element procedure to solve the Fokker-Planck equation requires
 the evaluation of two such integrals. The integrand of the first class of integral is the
 product of two basis function and the derivative of a basis function. In this case, the
 general result (E.3) may be used to show that∫ xj
 xj−1
 ψ2j−1
 dψj
 dxdx = −
 ∫ xj
 xj−1
 ψ2j−1
 dψj−1
 dxdx = B(3, 1) =
 13
 ,
 ∫ xj
 xj−1
 ψj−1ψjdψj
 dxdx = −
 ∫ xj
 xj−1
 ψj−1ψjdψj−1
 dxdx = B(2, 2) =
 16
 ,
 ∫ xj
 xj−1
 ψ2j
 dψj
 dxdx = −
 ∫ xj
 xj−1
 ψ2j
 dψj−1
 dxdx = B(1, 3) =
 13
 .
 (E.6)
 The integrand of the second class of integral is the product of one basis function and
 two derivatives of a basis function. The general result (E.3) may again be used to show
 that∫ xj
 xj−1
 ψj
 (dψj
 dx
 )2dx = −
 ∫ xj
 xj−1
 ψjdψj−1
 dx
 dψj
 dxdx =
 B(1, 2)(xj − xj−1)
 =1
 2(xj − xj−1),
 ∫ xj
 xj−1
 ψj−1
 (dψj
 dx
 )2dx = −
 ∫ xj
 xj−1
 ψj−1dψj
 dx
 dψj−1
 dxdx =
 B(2, 1)(xj − xj−1)
 =1
 2(xj − xj−1).
 (E.7)
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Appendix F
 Derivation of the differentiation
 matrix
 Suppose that the function f is approximated on [−1, 1] by the Chebyshev series
 f(z) =n∑
 j=0
 fjTj(z) (F.1)
 where Tj(z) is the Chebyshev polynomial of the first kind with definition Tj(cos θ) =
 cos jθ. Let f0, . . . , fn denote the values of f(z) at the respective points z0, . . . , zn where
 zj = cos(πj/n), then the (n + 1)× (n + 1) Chebyshev differentiation matrix D has the
 property that the derivatives of f at the points z0, . . . , zn is computed directly from
 the column vector f = [f0, . . . , fn]T by the matrix product Df .
 The calculation of D begins with the usual Lagrange interpolating polynomial repre-
 sentation of f(z) in terms of f0, . . . , fn by the formula
 f(z) =n∑
 j=0
 fj
 n∏
 m=0,m6=j
 (z − zm)(zj − zm)
 . (F.2)
 The construction of D is facilitated by noting that z1, . . . , zn−1 are the roots of Un−1(z),
 the Chebyshev polynomial of the second kind of order (n− 1) with definition
 Un−1(cos θ) =sinnθ
 sin θ. (F.3)
 This observation enables f(z) to be re-expressed in the more convenient form
 f(z) = f0(z + 1)Un−1(z)
 2Un−1(1)+(z2−1)
 n−1∑
 j=1
 fjUn−1(z)
 (z − zj)(z2j − 1)U ′
 n−1(zj)−fn
 (z − 1)Un−1(z)2Un−1(−1)
 .
 (F.4)
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 By applying L’Hopitals rule to the definition of Un−1(z), it follows directly that
 Un−1(1) = limθ→0
 n cosnθ
 cos θ= n , Un−1(−1) = lim
 θ→π
 n cosnθ
 cos θ= −n(−1)n . (F.5)
 The first derivative of Un−1(z) is calculated from the definition to obtain
 U′n−1(cos θ) =
 sinnθ cos θ − n sin θ cosnθ
 sin3 θ.
 It follows immediately from this expression that
 U′n−1(zj) =
 n(−1)j+1
 1− z2j
 j = 1, . . . , n− 1 (F.6)
 and by the application of L’Hopitals rule to U′n−1(cos θ) that
 U′n−1(1) =
 n2 − 13
 limθ→0
 sinnθ
 sin θ cos θ=
 n(n2 − 1)3
 ,
 U′n−1(−1) =
 n2 − 13
 limθ→0
 sinnθ
 sin θ cos θ= (−1)n n(n2 − 1)
 3.
 (F.7)
 Properties (F.5-F.7) allow expression (F.4) to take the final simplified form
 f(z) =1n
 [f0
 2(z + 1)Un−1(z) + (z2− 1)
 n−1∑
 j=1
 (−1)jfjUn−1(z)(z − zj)
 + (−1)n fn
 2(z− 1)Un−1(z)
 ].
 (F.8)
 It is now clear that the derivative of f(z) at the points z0, . . . , zn can be expressed as a
 linear combination of f0, . . . , fn with coefficients that are calculated from the values of
 Un−1(z) and U ′n−1(z) at z0, . . . , zn. Thus the values of the coefficients can be calculated
 easily from properties (F.5-F.7).
 Let φ(z) be the coefficient of f0 in expression (F.8) then
 φ′(z) =
 12n
 [(1 + z)U
 ′n−1(z) + Un−1(z)
 ]
 from which it follows immediately from the definition of Un−1(z) and properties (F.5-
 F.7) that
 φ′(1) =
 2n2 + 16
 , φ′(zi) =
 (−1)i+1
 2(1− zi), φ
 ′(−1) = −(−1)n
 2(F.9)
 where i = 1, . . . , n− 1. Let ξj(z) be the coefficient of fj in expression (F.8) then
 ξ′j (z) =
 (−1)j
 n
 [(z2 − 2zzj + 1)Un−1(z) + (z2 − 1)(z − zj) U ′n−1(z)
 (z − zj)2]
 (F.10)
 from which it follows immediately from the definition of Un−1(z) and properties (F.5-
 F.7) that
 ξ′j (1) =
 2(−1)j
 (1− zj), ξ
 ′j (zi) = −(−1)i−j
 zi − zj, ξ
 ′j (−1) = −2(−1)n−j
 (1 + zj)(F.11)
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 for all integers i = 1, . . . , n−1 except the case in which i = j. To deal with the point zi
 itself, the numerator of expression (F.10) is expanded as a Taylor series about zi taking
 account of the fact that Un−1(z) satisfies the differential equation (1− z2)y′′ − 3zy′ +
 (n2 − 1)y = 0. The result of this calculation is that
 ξ′j (z) =
 (−1)jzj
 2nU ′
 n−1(zj) + O(z − zj)
 which in turn leads to the required result
 ξ′j (zi) = − zi
 2 (1− z2i )
 , i = j . (F.12)
 Finally, let ψ(z) be the coefficient of fn in expression (F.8) then
 ψ′(z) =
 (−1)n−1
 2n
 [(1− z) U
 ′n−1(z)− Un−1(z)
 ]
 from which it follows immediately from the definition of Un−1(z) and properties (F.5-
 F.7) that
 ψ′(1) =
 (−1)n
 2, ψ
 ′(zi) = − (−1)n−i
 2 (1 + zi), ψ
 ′(−1) = −(2n2 + 1)
 6(F.13)
 where i = 1, . . . , n− 1. The expression for the differentiation matrix D is now formed
 by bringing together the results (F.9), (F.11), (F.12) and (F.13).
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Appendix G
 Cubic-spline interpolation
 The objective of this appendix is to demonstrate how to construct a smooth cubic-
 spline function passing through data (b0, f(b0)), . . . , (bM , f(bM )) . Defining sj(x) to be
 the cubic polynomial joining (bj , f(bj)) to (bj+1, f(bj+1)) for j = 0, 1, . . . , M − 1 the
 polynomials have the general form
 sj(x) = c0,j + c1,j (x− bj) + c2,j (x− bj)2 + c3,j (x− bj)3 (G.1)
 and the task is to develop expressions for the 4M unknown parameters (c0,j , c1,j , c2,j , c3,j)
 in terms of the known function values.
 Continuity of the spline function requires that each polynomial must equal f(bj) at
 x = bj and must equal f(bj+1) at x = bj+1. Consequently, it is clear that c0,j must
 equal f(bj) for j = 0, 1, . . . , M − 1 and that
 f(bj+1) = f(bj) + c1,j (bj+1 − bj) + c2,j (bj+1 − bj)2 + c3,j (bj+1 − bj)3 (G.2)
 for j = 0, . . . , M−1. Assuming equally spaced knots, define the step size ∆x = bj+1−bj
 and then equation (G.2) yields
 Gj =f(bj+1)− f(bj)
 ∆x= c1,j + c2,j ∆x + c3,j ∆2
 x j = 0, . . . , M − 1. (G.3)
 This is an expression for the (known) gradient of the straight line joining (bj , f(bj)) to
 (bj+1, f(bj+1)). Thus far, 2M equations have been derived with which to identify 4M
 parameters, and so another 2M equations are still required. Progress is now made by
 demanding that the cubic polynomials should connect with continuous first and second
 derivatives, or more formally, that
 d
 dx[sj(bj+1)] =
 d
 dx[sj+1(bj+1)] j = 0, . . . ,M − 2 (G.4)
 167
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 d2
 dx2[sj(bj+1)] =
 d2
 dx2[sj+1(bj+1)] j = 0, . . . ,M − 2. (G.5)
 By taking the appropriate derivatives of equation (G.1) it can be shown that these
 conditions yield
 c1,j + 2c2,j ∆x + 3c3,j ∆2x = c1,j+1 j = 0, . . . , M − 2 (G.6)
 2c2,j + 6c3,j ∆x = 2c2,j+1 j = 0, . . . ,M − 2. (G.7)
 The strategy now is to develop expressions for the other parameters in terms of c2,0, . . . , c2,M−1
 and to subsequently look for expressions for c2,0, . . . , c2,M−1 in terms of known infor-
 mation. Equation (G.7) can be re-arranged as
 c3,j =1
 3∆x(c2,j+1 − c2,j) j = 0, . . . , M − 2 (G.8)
 and then substituted into equation (G.3) to give
 c1,j = Gj − ∆x
 3(c2,j+1 + 2c2,j) j = 0, . . . , M − 2. (G.9)
 Substituting equation (G.8) into equation (G.6) gives
 c1,j+1 = c1,j + ∆x(c2,j+1 + c2,j) j = 0, . . . ,M − 2 (G.10)
 which when combined with equation (G.9) yields the following expression for c1,M−1
 c1,M−1 = GM−2 +∆x
 3(c2,M−2 + 2c2,M−1) (G.11)
 By substituting this expression into equation (G.6) the following expression for c3,M−1
 can be obtained
 c3,M−1 =1
 ∆2x
 (GM−1 −GM−2 − ∆x
 3c2,M−2 − 5∆x c2,M−1
 3
 )(G.12)
 Expressions for c2,0, c2,1, . . . , c2,M−1 in terms of known information are now required.
 Equation (G.9) can be used to eliminate c1,j+1 and c1,j in the first M − 2 equations in
 expression (G.10), with the result that
 ∆x c2,j + 4∆x c2,j+1 + ∆x c2,j+2 = 3(Gj+1 −Gj) j = 0, . . . , M − 3. (G.13)
 Two further equations are still required in order to identify all of the parameters. These
 are supplied using the ‘not-a-knot’ condition, which involves forcing the third derivative
 of the spline function to be continuous at the first and last internal knots. Thus,
 d3
 dx3(s0(b1)) =
 d3
 dx3(s1(b1)) ⇒ c3,0 = c3,1 (G.14)
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 d3
 dx3(sM−2(bM−1)) =
 d3
 dx3(sM−1(bM−1)) ⇒ c3,M−2 = c3,M−1 (G.15)
 Substituting equation (G.8) into equation (G.14) yields
 ∆x c2,0 − 2∆x c2,1 + ∆x c2,2 = 0 (G.16)
 For convenience (since it is easier to work with a tri-diagonal system) the first equa-
 tion in expression (G.13) can be used to eliminate c2,2, which results in the following
 expression
 c2,1 =1
 2∆x(G1 −G0) (G.17)
 Finally, equations (G.8), (G.12) and (G.15) can be combined to obtain
 c2,M−1 =1
 2∆x(GM−1 −GM−2) (G.18)
 So, in summary, the parameters c0,0, . . . , c0,M−1 equal f(b0), . . . , f(bM−1), and the
 parameters c2,0, . . . , c2,M−1 can be found by solving the system of equations set out in
 equations (G.17), (G.13) and (G.18). From there, the parameters c1,0, . . . , c1,M−1 can
 be obtained from equations (G.9) and (G.11), and the parameters c3,0, . . . , c3,M−1 can
 be obtained from equations (G.8) and (G.12).
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