


	
		×
		

	






    
        
            
                
                    
                        
                    
                

                
                    
                        
                            
                            
                        

                    

                

                
                    
                                                    Log in
                            Upload File
                                            

                

            


            	Most Popular
	Study
	Business
	Design
	Technology
	Travel
	Explore all categories


        

    
















    
        

            
                Download - Stochastic Diﬁerential Equations - Jagiellonian Universityth.if.uj.edu.pl/~gudowska/dydaktyka/Oksendal.pdf · the variational inequalities associated to optimal stopping problems

                
            


            

            
                                    
                        

                    

                    
                        Download
                    

                            


            

                                
            


							
					Transcript

						
Bernt ksendal

Stochastic Differential Equations

An Introduction with Applications

Fifth Edition, Corrected Printing

Springer-Verlag Heidelberg New York

Springer-Verlag

Berlin Heidelberg NewYorkLondon Paris TokyoHongKong
BarcelonaBudapest


	
To My Family

Eva, Elise, Anders and Karina


	
2


	
The front cover shows four sample paths Xt(1), Xt(2), Xt(3) and
Xt(4)of a geometric Brownian motion Xt(), i.e. of the solution of a
(1-dimensional)stochastic differential equation of the form

dXtdt

= (r + Wt)Xt t 0 ; X0 = x

where x, r and are constants and Wt = Wt() is white noise. This
process isoften used to model exponential growth under uncertainty.
See Chapters 5,10, 11 and 12.

The figure is a computer simulation for the case x = r = 1, =
0.6.The mean value of Xt, E[Xt] = exp(t), is also drawn. Courtesy
of Jan Ube,Stord/Haugesund College.


	
We have not succeeded in answering all our problems.The answers
we have found only serve to raise a whole setof new questions. In
some ways we feel we are as confusedas ever, but we believe we are
confused on a higher leveland about more important things.

Posted outside the mathematics reading room,Troms University


	
Preface to Corrected Printing, Fifth Edition

The main corrections and improvements in this corrected printing
are fromChaper 12. I have benefitted from useful comments from a
number of peo-ple, including (in alphabetical order) Fredrik Dahl,
Simone Deparis, UlrichHaussmann, Yaozhong Hu, Marianne Huebner,
Carl Peter Kirkeb, Niko-lay Kolev, Takashi Kumagai, Shlomo
Levental, Geir Magnussen, Andersksendal, Jurgen Potthoff, Colin
Rowat, Stig Sandnes, Lones Smith, Set-suo Taniguchi and Bjrn
Thunestvedt.

I want to thank them all for helping me making the book better.
I alsowant to thank Dina Haraldsson for proficient typing.

Blindern, May 2000Bernt ksendal
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Preface to the Fifth Edition

The main new feature of the fifth edition is the addition of a
new chapter,Chapter 12, on applications to mathematical finance. I
found it natural toinclude this material as another major
application of stochastic analysis, inview of the amazing
development in this field during the last 1020 years.Moreover, the
close contact between the theoretical achievements and
theapplications in this area is striking. For example, today very
few firms (ifany) trade with options without consulting the Black
& Scholes formula!

The first 11 chapters of the book are not much changed from the
previousedition, but I have continued my efforts to improve the
presentation through-out and correct errors and misprints. Some new
exercises have been added.Moreover, to facilitate the use of the
book each chapter has been dividedinto subsections. If one doesnt
want (or doesnt have time) to cover all thechapters, then one can
compose a course by choosing subsections from thechapters. The
chart below indicates what material depends on which sections.

Chapter 8

Chapter 1-5

Chapter 7

Chapter 10

Chapter 6

Chapter 9

Chapter 11

Section12.3

Chapter 12

Section9.1

Section8.6

For example, to cover the first two sections of the new chapter
12 it is recom-mended that one (at least) covers Chapters 15,
Chapter 7 and Section 8.6.
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Chapter 10, and hence Section 9.1, are necessary additional
background forSection 12.3, in particular for the subsection on
American options.

In my work on this edition I have benefitted from useful
suggestionsfrom many people, including (in alphabetical order) Knut
Aase, Luis Al-varez, Peter Christensen, Kian Esteghamat, Nils
Christian Framstad, HelgeHolden, Christian Irgens, Saul Jacka,
Naoto Kunitomo and his group, SureMataramvura, Trond Myhre, Anders
ksendal, Nils vrelid, Walter Schacher-mayer, Bjarne Schielderop,
Atle Seierstad, Jan Ube, Gjermund Vage andDan Zes. I thank them all
for their contributions to the improvement of thebook.

Again Dina Haraldsson demonstrated her impressive skills in
typing themanuscript and in finding her way in the LATEX jungle! I
am very gratefulfor her help and for her patience with me and all
my revisions, new versionsand revised revisions . . .

Blindern, January 1998Bernt ksendal


	
Preface to the Fourth Edition

In this edition I have added some material which is particularly
useful for theapplications, namely the martingale representation
theorem (Chapter IV),the variational inequalities associated to
optimal stopping problems (ChapterX) and stochastic control with
terminal conditions (Chapter XI). In additionsolutions and extra
hints to some of the exercises are now included. Moreover,the proof
and the discussion of the Girsanov theorem have been changed
inorder to make it more easy to apply, e.g. in economics. And the
presentationin general has been corrected and revised throughout
the text, in order tomake the book better and more useful.

During this work I have benefitted from valuable comments from
severalpersons, including Knut Aase, Sigmund Berntsen, Mark H. A.
Davis, HelgeHolden, Yaozhong Hu, Tom Lindstrm, Trygve Nilsen, Paulo
Ruffino, IsaacSaias, Clint Scovel, Jan Ube, Suleyman Ustunel,
Qinghua Zhang, TushengZhang and Victor Daniel Zurkowski. I am
grateful to them all for their help.

My special thanks go to Hakon Nyhus, who carefully read large
portionsof the manuscript and gave me a long list of improvements,
as well as manyother useful suggestions.

Finally I wish to express my gratitude to Tove Mller and Dina
Haralds-son, who typed the manuscript with impressive
proficiency.

Oslo, June 1995 Bernt ksendal
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Preface to the Third Edition

The main new feature of the third edition is that exercises have
been includedto each of the chapters IIXI. The purpose of these
exercises is to help thereader to get a better understanding of the
text. Some of the exercises arequite routine, intended to
illustrate the results, while other exercises areharder and more
challenging and some serve to extend the theory.

I have also continued the effort to correct misprints and errors
and toimprove the presentation. I have benefitted from valuable
comments andsuggestions from Mark H. A. Davis, Hakon Gjessing,
Torgny Lindvall andHakon Nyhus, My best thanks to them all.

A quite noticeable non-mathematical improvement is that the book
isnow typed in TEX. Tove Lieberg did a great typing job (as usual)
and I amvery grateful to her for her effort and infinite
patience.

Oslo, June 1991 Bernt ksendal
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Preface to the Second Edition

In the second edition I have split the chapter on diffusion
processes in two, thenew Chapters VII and VIII: Chapter VII treats
only those basic propertiesof diffusions that are needed for the
applications in the last 3 chapters. Thereaders that are anxious to
get to the applications as soon as possible cantherefore jump
directly from Chapter VII to Chapters IX, X and XI.

In Chapter VIII other important properties of diffusions are
discussed.While not strictly necessary for the rest of the book,
these properties arecentral in todays theory of stochastic analysis
and crucial for many otherapplications.

Hopefully this change will make the book more flexible for the
differentpurposes. I have also made an effort to improve the
presentation at somepoints and I have corrected the misprints and
errors that I knew about,hopefully without introducing new ones. I
am grateful for the responses thatI have received on the book and
in particular I wish to thank Henrik Martensfor his helpful
comments.

Tove Lieberg has impressed me with her unique combination of
typingaccuracy and speed. I wish to thank her for her help and
patience, togetherwith Dina Haraldsson and Tone Rasmussen who
sometimes assisted on thetyping.

Oslo, August 1989 Bernt ksendal
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Preface to the First Edition

These notes are based on a postgraduate course I gave on
stochastic dif-ferential equations at Edinburgh University in the
spring 1982. No previousknowledge about the subject was assumed,
but the presentation is based onsome background in measure
theory.

There are several reasons why one should learn more about
stochasticdifferential equations: They have a wide range of
applications outside mathe-matics, there are many fruitful
connections to other mathematical disciplinesand the subject has a
rapidly developing life of its own as a fascinating re-search field
with many interesting unanswered questions.

Unfortunately most of the literature about stochastic
differential equa-tions seems to place so much emphasis on rigor
and completeness that itscares many nonexperts away. These notes
are an attempt to approach thesubject from the nonexpert point of
view: Not knowing anything (except ru-mours, maybe) about a subject
to start with, what would I like to know firstof all? My answer
would be:

1) In what situations does the subject arise?2) What are its
essential features?3) What are the applications and the connections
to other fields?

I would not be so interested in the proof of the most general
case, but ratherin an easier proof of a special case, which may
give just as much of the basicidea in the argument. And I would be
willing to believe some basic resultswithout proof (at first stage,
anyway) in order to have time for some morebasic applications.

These notes reflect this point of view. Such an approach enables
us toreach the highlights of the theory quicker and easier. Thus it
is hoped thatthese notes may contribute to fill a gap in the
existing literature. The courseis meant to be an appetizer. If it
succeeds in awaking further interest, thereader will have a large
selection of excellent literature available for the studyof the
whole story. Some of this literature is listed at the back.

In the introduction we state 6 problems where stochastic
differential equa-tions play an essential role in the solution. In
Chapter II we introduce thebasic mathematical notions needed for
the mathematical model of some ofthese problems, leading to the
concept of Ito integrals in Chapter III. InChapter IV we develop
the stochastic calculus (the Ito formula) and in Chap-


	
XVI

ter V we use this to solve some stochastic differential
equations, including thefirst two problems in the introduction. In
Chapter VI we present a solutionof the linear filtering problem (of
which problem 3 is an example), usingthe stochastic calculus.
Problem 4 is the Dirichlet problem. Although this ispurely
deterministic we outline in Chapters VII and VIII how the
introduc-tion of an associated Ito diffusion (i.e. solution of a
stochastic differentialequation) leads to a simple, intuitive and
useful stochastic solution, which isthe cornerstone of stochastic
potential theory. Problem 5 is an optimal stop-ping problem. In
Chapter IX we represent the state of a game at time t by anIto
diffusion and solve the corresponding optimal stopping problem. The
so-lution involves potential theoretic notions, such as the
generalized harmonicextension provided by the solution of the
Dirichlet problem in Chapter VIII.Problem 6 is a stochastic version
of F.P. Ramseys classical control problemfrom 1928. In Chapter X we
formulate the general stochastic control prob-lem in terms of
stochastic differential equations, and we apply the results
ofChapters VII and VIII to show that the problem can be reduced to
solvingthe (deterministic) Hamilton-Jacobi-Bellman equation. As an
illustration wesolve a problem about optimal portfolio
selection.

After the course was first given in Edinburgh in 1982, revised
and ex-panded versions were presented at Agder College,
Kristiansand and Univer-sity of Oslo. Every time about half of the
audience have come from the ap-plied section, the others being
so-called pure mathematicians. This fruitfulcombination has created
a broad variety of valuable comments, for which Iam very grateful.
I particularly wish to express my gratitude to K.K. Aase,L. Csink
and A.M. Davie for many useful discussions.

I wish to thank the Science and Engineering Research Council,
U.K. andNorges Almenvitenskapelige Forskningsrad (NAVF), Norway for
their finan-cial support. And I am greatly indebted to Ingrid
Skram, Agder College andInger Prestbakken, University of Oslo for
their excellent typing and theirpatience with the innumerable
changes in the manuscript during these twoyears.

Oslo, June 1985 Bernt ksendal

Note: Chapters VIII, IX, X of the First Edition have become
Chapters IX,X, XI of the Second Edition.
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1. Introduction

To convince the reader that stochastic differential equations is
an importantsubject let us mention some situations where such
equations appear and canbe used:

1.1 Stochastic Analogs of Classical DifferentialEquations

If we allow for some randomness in some of the coefficients of a
differentialequation we often obtain a more realistic mathematical
model of the situation.

Problem 1. Consider the simple population growth model

dN

dt= a(t)N(t), N(0) = N0 (constant) (1.1.1)

where N(t) is the size of the population at time t, and a(t) is
the relativerate of growth at time t. It might happen that a(t) is
not completely known,but subject to some random environmental
effects, so that we have

a(t) = r(t) + noise ,

where we do not know the exact behaviour of the noise term, only
its prob-ability distribution. The function r(t) is assumed to be
nonrandom. How dowe solve (1.1.1) in this case?

Problem 2. The charge Q(t) at time t at a fixed point in an
electric circuitsatisfies the differential equation

L Q(t) + R Q(t) + 1CQ(t) = F (t), Q(0) = Q0, Q(0) = I0
(1.1.2)

where L is inductance, R is resistance, C is capacitance and F
(t) the potentialsource at time t.

Again we may have a situation where some of the coefficients,
say F (t),are not deterministic but of the form

F (t) = G(t) + noise . (1.1.3)
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How do we solve (1.1.2) in this case?More generally, the
equation we obtain by allowing randomness in the

coefficients of a differential equation is called a stochastic
differential equa-tion. This will be made more precise later. It is
clear that any solution ofa stochastic differential equation must
involve some randomness, i.e. we canonly hope to be able to say
something about the probability distributions ofthe solutions.

1.2 Filtering Problems

Problem 3. Suppose that we, in order to improve our knowledge
aboutthe solution, say of Problem 2, perform observations Z(s) of
Q(s) at timess t. However, due to inaccuracies in our measurements
we do not reallymeasure Q(s) but a disturbed version of it:

Z(s) = Q(s) + noise . (1.2.1)

So in this case there are two sources of noise, the second
coming from theerror of measurement.

The filtering problem is: What is the best estimate of Q(t)
satisfying(1.1.2), based on the observations Zs in (1.2.1), where s
t ? Intuitively, theproblem is to filter the noise away from the
observations in an optimal way.

In 1960 Kalman and in 1961 Kalman and Bucy proved what is now
knownas the Kalman-Bucy filter. Basically the filter gives a
procedure for estimatingthe state of a system which satisfies a
noisy linear differential equation,based on a series of noisy
observations.

Almost immediately the discovery found applications in aerospace
en-gineering (Ranger, Mariner, Apollo etc.) and it now has a broad
range ofapplications.

Thus the Kalman-Bucy filter is an example of a recent
mathematicaldiscovery which has already proved to be useful it is
not just potentiallyuseful.

It is also a counterexample to the assertion that applied
mathematicsis bad mathematics and to the assertion that the only
really useful math-ematics is the elementary mathematics. For the
Kalman-Bucy filter asthe whole subject of stochastic differential
equations involves advanced,interesting and first class
mathematics.

1.3 Stochastic Approach to Deterministic BoundaryValue
Problems

Problem 4. The most celebrated example is the stochastic
solution of theDirichlet problem:


	
1.4 Optimal Stopping 3

Given a (reasonable) domain U in Rn and a continuous function f
onthe boundary of U, U . Find a function f continuous on the
closureU of U such that(i) f = f on U(ii) f is harmonic in U ,
i.e.

f : =n

i=1

2f

x2i= 0 in U .

In 1944 Kakutani proved that the solution could be expressed in
termsof Brownian motion (which will be constructed in Chapter 2):
f(x) is theexpected value of f at the first exit point from U of
the Brownian motionstarting at x U .

It turned out that this was just the tip of an iceberg: For a
large classof semielliptic second order partial differential
equations the correspondingDirichlet boundary value problem can be
solved using a stochastic processwhich is a solution of an
associated stochastic differential equation.

1.4 Optimal Stopping

Problem 5. Suppose a person has an asset or resource (e.g. a
house, stocks,oil...) that she is planning to sell. The price Xt at
time t of her asset on theopen market varies according to a
stochastic differential equation of the sametype as in Problem
1:

dXtdt

= rXt + Xt noise

where r, are known constants. The discount rate is a known
constant . Atwhat time should she decide to sell?

We assume that she knows the behaviour of Xs up to the present
time t,but because of the noise in the system she can of course
never be sure at thetime of the sale if her choice of time will
turn out to be the best. So whatwe are searching for is a stopping
strategy that gives the best result in thelong run, i.e. maximizes
the expected profit when the inflation is taken intoaccount.

This is an optimal stopping problem. It turns out that the
solution can beexpressed in terms of the solution of a
corresponding boundary value problem(Problem 4), except that the
boundary is unknown (free) as well and this iscompensated by a
double set of boundary conditions. It can also be expressedin terms
of a set of variational inequalities.
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1.5 Stochastic Control

Problem 6 (An optimal portfolio problem).Suppose that a person
has two possible investments:

(i) A risky investment (e.g. a stock), where the price p1(t) per
unit at timet satisfies a stochastic differential equation of the
type discussed in Prob-lem 1:

dp1dt

= (a + noise)p1 (1.5.1)where a > 0 and R are constants

(ii) A safe investment (e.g. a bond), where the price p2(t) per
unit at time tgrows exponentially:

dp2dt

= bp2 (1.5.2)

where b is a constant, 0 < b < a.

At each instant t the person can choose how large portion
(fraction)ut of his fortune Xt he wants to place in the risky
investment, therebyplacing (1ut)Xt in the safe investment. Given a
utility function U anda terminal time T the problem is to find the
optimal portfolio ut [0, 1]i.e. find the investment distribution
ut; 0 t T which maximizes theexpected utility of the corresponding
terminal fortune X(u)T :

max0ut1

{E

[U(X(u)T )

]}(1.5.3)

1.6 Mathematical Finance

Problem 7 (Pricing of options).Suppose that at time t = 0 the
person in Problem 6 is offered the right (butwithout obligation) to
buy one unit of the risky asset at a specified priceK and at a
specified future time t = T . Such a right is called a Europeancall
option. How much should the person be willing to pay for such an
op-tion? This problem was solved when Fischer Black and Myron
Scholes (1973)used stochastic analysis and an equlibrium argument
to compute a theo-retical value for the price, the now famous Black
and Scholes option priceformula. This theoretical value agreed well
with the prices that had alreadybeen established as an equilibrium
price on the free market. Thus it repre-sented a triumph for
mathematical modelling in finance. It has become anindispensable
tool in the trading of options and other financial derivatives.In
1997 Myron Scholes and Robert Merton were awarded the Nobel
Prize
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in Economics for their work related to this formula. (Fischer
Black died in1995.)

We will return to these problems in later chapters, after having
developedthe necessary mathematical machinery. We solve Problem 1
and Problem 2in Chapter 5. Problems involving filtering (Problem 3)
are treated in Chap-ter 6, the generalized Dirichlet problem
(Problem 4) in Chapter 9. Problem 5is solved in Chapter 10 while
stochastic control problems (Problem 6) are dis-cussed in Chapter
11. Finally we discuss applications to mathematical financein
Chapter 12.


	
6 1. Introduction


	
2. Some Mathematical Preliminaries

2.1 Probability Spaces, Random Variables andStochastic
Processes

Having stated the problems we would like to solve, we now
proceed to findreasonable mathematical notions corresponding to the
quantities mentionedand mathematical models for the problems. In
short, here is a first list of thenotions that need a mathematical
interpretation:

(1) A random quantity(2) Independence(3) Parametrized (discrete
or continuous) families of random quantities(4) What is meant by a
best estimate in the filtering problem (Problem 3)(5) What is meant
by an estimate based on some observations (Prob-

lem 3)?(6) What is the mathematical interpretation of the noise
terms?(7) What is the mathematical interpretation of the stochastic
differential

equations?

In this chapter we will discuss (1)(3) briefly. In the next
chapter we willconsider (6), which leads to the notion of an Ito
stochastic integral (7). InChapter 6 we will consider (4)(5).

The mathematical model for a random quantity is a random
variable.Before we define this, we recall some concepts from
general probability theory.The reader is referred to e.g. Williams
(1991) for more information.

Definition 2.1.1. If is a given set, then a -algebra F on is a
familyF of subsets of with the following properties:(i) F(ii) F F
FC F , where FC = \ F is the complement of F in (iii) A1, A2, . . .
F A: =

i=1

Ai F

The pair (,F) is called a measurable space. A probability
measure Pon a measurable space (,F) is a function P :F [0, 1] such
that(a) P () = 0, P () = 1
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(b) if A1, A2, . . . F and {Ai}i=1 is disjoint (i.e. Ai Aj = if
i 6= j) then

P

(

i=1

Ai

)=

i=1

P (Ai) .

The triple (,F , P ) is called a probability space. It is called
a completeprobability space if F contains all subsets G of with P
-outer measure zero,i.e. with

P (G):= inf{P (F ); F F , G F} = 0 .Any probability space can be
made complete simply by adding to F all

sets of outer measure 0 and by extending P accordingly.The
subsets F of which belong to F are called F-measurable sets. In
a

probability context these sets are called events and we use the
interpretation

P (F ) = the probability that the event F occurs .

In particular, if P (F ) = 1 we say that F occurs with
probability 1, oralmost surely (a.s.).

Given any family U of subsets of there is a smallest -algebra
HUcontaining U , namely

HU ={H;H -algebra of , U H} .

(See Exercise 2.3.)We call HU the -algebra generated by U .For
example, if U is the collection of all open subsets of a
topological

space (e.g. = Rn), then B = HU is called the Borel -algebra on
andthe elements B B are called Borel sets. B contains all open
sets, all closedsets, all countable unions of closed sets, all
countable intersections of suchcountable unions etc.

If (,F , P ) is a given probability space, then a function Y :
Rn iscalled F-measurable if

Y 1(U):= { ;Y () U} Ffor all open sets U Rn (or, equivalently,
for all Borel sets U Rn).

If X: Rn is any function, then the -algebra HX generated by X
isthe smallest -algebra on containing all the sets

X1(U) ; U Rn open .It is not hard to show that

HX = {X1(B); B B} ,where B is the Borel -algebra on Rn. Clearly,
X will then beHX -measurableand HX is the smallest -algebra with
this property.

The following result is useful. It is a special case of a result
sometimescalled the Doob-Dynkin lemma. See e.g. M. M. Rao (1984),
Prop. 3, p. 7.
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Lemma 2.1.2. If X,Y : Rn are two given functions,then Y is
HX-measurable if and only if there exists a Borel measurable
function g:Rn Rnsuch that

Y = g(X) .

In the following we let (,F , P ) denote a given complete
probabilityspace. A random variable X is an F-measurable function
X: Rn. Everyrandom variable induces a probability measure X on Rn,
defined by

X(B) = P (X1(B)) .

X is called the distribution of X.If

|X()|dP () < then the number

E[X]: =

X()dP () =

Rn

xdX(x)

is called the expectation of X (w.r.t. P ).More generally, if f
:Rn R is Borel measurable and

|f(X())|dP () < then we have

E[f(X)]: =

f(X())dP () =

Rn

f(x)dX(x) .

The mathematical model for independence is the following:

Definition 2.1.3. Two subsets A, B F are called independent ifP
(A B) = P (A) P (B) .

A collection A = {Hi; i I} of families Hi of measurable sets is
independentif

P (Hi1 Hik) = P (Hi1) P (Hik)for all choices of Hi1 Hi1 , ,Hik
Hik with different indices i1, . . . , ik.

A collection of random variables {Xi; i I} is independent if the
collec-tion of generated -algebras HXi is independent.

If two random variables X,Y : R are independent thenE[XY ] =
E[X]E[Y ] ,

provided that E[|X|] < and E[|Y |] < . (See Exercise
2.5.)Definition 2.1.4. A stochastic process is a parametrized
collection of ran-dom variables

{Xt}tTdefined on a probability space (,F , P ) and assuming
values in Rn.
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The parameter space T is usually (as in this book) the halfline
[0,), butit may also be an interval [a, b], the non-negative
integers and even subsetsof Rn for n 1. Note that for each t T
fixed we have a random variable

Xt() ; .

On the other hand, fixing we can consider the function

t Xt() ; t T

which is called a path of Xt.It may be useful for the intuition
to think of t as time and each

as an individual particle or experiment. With this picture Xt()
wouldrepresent the position (or result) at time t of the particle
(experiment) .Sometimes it is convenient to write X(t, ) instead of
Xt(). Thus we mayalso regard the process as a function of two
variables

(t, ) X(t, )

from T into Rn. This is often a natural point of view in
stochasticanalysis, because (as we shall see) there it is crucial
to have X(t, ) jointlymeasurable in (t, ).

Finally we note that we may identify each with the function t
Xt()from T into Rn. Thus we may regard as a subset of the space =
(Rn)T ofall functions from T into Rn. Then the -algebra F will
contain the -algebraB generated by sets of the form

{; (t1) F1, , (tk) Fk} , Fi Rn Borel sets

(B is the same as the Borel -algebra on if T = [0,) and is
giventhe product topology). Therefore one may also adopt the point
of viewthat a stochastic process is a probability measure P on the
measurable space((Rn)T ,B).

The (finite-dimensional) distributions of the process X = {Xt}tT
arethe measures t1,...,tk defined on R

nk, k = 1, 2, . . ., by

t1,...,tk(F1 F2 Fk) = P [Xt1 F1, , Xtk Fk] ; ti T .

Here F1, . . . , Fk denote Borel sets in Rn.The family of all
finite-dimensional distributions determine many (but

not all) important properties of the process X.Conversely, given
a family {t1,...,tk ; k N, ti T} of probability mea-

sures on Rnk it is important to be able to construct a
stochastic processY = {Yt}tT having t1,...,tk as its
finite-dimensional distributions. Oneof Kolmogorovs famous theorems
states that this can be done provided{t1,...,tk} satisfies two
natural consistency conditions: (See Lamperti (1977).)


	
2.2 An Important Example: Brownian Motion 11

Theorem 2.1.5 (Kolmogorovs extension theorem).For all t1, . . .
, tk T , k N let t1,...,tk be probability measures on Rnk s.t.

t(1),,t(k)(F1 Fk) = t1,,tk(F1(1) F1(k)) (K1)for all permutations
on {1, 2, . . . , k} andt1,...,tk(F1 Fk) =
t1,...,tk,tk+1,...,tk+m(F1 FkRn Rn) (K2)

for all m N, where (of course) the set on the right hand side
has a total ofk + m factors.

Then there exists a probability space (,F , P ) and a stochastic
process{Xt} on , Xt: Rn, s.t.

t1,...,tk(F1 Fk) = P [Xt1 F1, , Xtk Fk] ,for all ti T , k N and
all Borel sets Fi.

2.2 An Important Example: Brownian Motion

In 1828 the Scottish botanist Robert Brown observed that pollen
grains sus-pended in liquid performed an irregular motion. The
motion was later ex-plained by the random collisions with the
molecules of the liquid. To describethe motion mathematically it is
natural to use the concept of a stochasticprocess Bt(), interpreted
as the position at time t of the pollen grain . Wewill generalize
slightly and consider an n-dimensional analog.

To construct {Bt}t0 it suffices, by the Kolmogorov extension
theorem, tospecify a family {t1,...,tk} of probability measures
satisfying (K1) and (K2).These measures will be chosen so that they
agree with our observations ofthe pollen grain behaviour:

Fix x Rn and define

p(t, x, y) = (2t)n/2 exp(|x y|2

2t) for y Rn, t > 0 .

If 0 t1 t2 tk define a measure t1,...,tk on Rnk byt1,...,tk(F1
Fk) = (2.2.1)

=

F1Fk

p(t1, x, x1)p(t2t1, x1, x2) p(tktk1, xk1, xk)dx1 dxk

where we use the notation dy = dy1 dyk for Lebesgue measure and
theconvention that p(0, x, y)dy = x(y), the unit point mass at
x.

Extend this definition to all finite sequences of tis by using
(K1). SinceRn

p(t, x, y)dy = 1 for all t 0, (K2) holds, so by Kolmogorovs
theorem
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there exists a probability space (,F , P x) and a stochastic
process {Bt}t0on such that the finite-dimensional distributions of
Bt are given by (2.2.1),i.e.

P x(Bt1 F1, , Btk Fk) ==

F1Fk

p(t1, x, x1) p(tk tk1, xk1, xk)dx1 . . . dxk . (2.2.2)

Definition 2.2.1. Such a process is called (a version of)
Brownian motionstarting at x (observe that P x(B0 = x) = 1).

The Brownian motion thus defined is not unique, i.e. there exist
severalquadruples (Bt, ,F , P x) such that (2.2.2) holds. However,
for our purposesthis is not important, we may simply choose any
version to work with. As weshall soon see, the paths of a Brownian
motion are (or, more correctly, can bechosen to be) continuous,
a.s. Therefore we may identify (a.a.) with acontinuous function t
Bt() from [0,) into Rn. Thus we may adopt thepoint of view that
Brownian motion is just the space C([0,),Rn) equippedwith certain
probability measures P x (given by (2.2.1) and (2.2.2) above).This
version is called the canonical Brownian motion. Besides having
theadvantage of being intuitive, this point of view is useful for
the further anal-ysis of measures on C([0,),Rn), since this space
is Polish (i.e. a completeseparable metric space). See Stroock and
Varadhan (1979).

We state some basic properties of Brownian motion:

(i) Bt is a Gaussian process, i.e. for all 0 t1 tk the random
variableZ = (Bt1 , . . . , Btk) Rnk has a (multi)normal
distribution. This meansthat there exists a vector M Rnk and a
non-negative definite matrixC = [cjm] Rnknk (the set of all nk
nk-matrices with real entries)such that

Ex[exp

(i

nk

j=1

ujZj

)]= exp

( 12

j,m

ujcjmum + i

j

ujMj

)(2.2.3)

for all u = (u1, . . . , unk) Rnk, where i =1 is the imaginary
unit

and Ex denotes expectation with respect to P x. Moreover, if
(2.2.3)holds then

M = Ex[Z] is the mean value of Z (2.2.4)

and

cjm = Ex[(Zj Mj)(Zm Mm)] is the covariance matrix of Z
.(2.2.5)

(See Appendix A).To see that (2.2.3) holds for Z = (Bt1 , . . .
, Btk) we calculate its left handside explicitly by using (2.2.2)
(see Appendix A) and obtain (2.2.3) with
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M = Ex[Z] = (x, x, , x) Rnk (2.2.6)

and

C =

t1In t1In t1Int1In t2In t2In

......

...t1In t2In tkIn

. (2.2.7)

HenceEx[Bt] = x for all t 0 (2.2.8)

and

Ex[(Bt x)2] = nt, Ex[(Bt x)(Bs x)] = n min(s, t) . (2.2.9)

Moreover,Ex[(Bt Bs)2] = n(t s) if t s , (2.2.10)

since

Ex[(Bt Bs)2] = Ex[(Bt x)2 2(Bt x)(Bs x) + (Bs x)2]= n(t 2s + s)
= n(t s), when t s .

(ii) Bt has independent increments, i.e.

Bt1 , Bt2 Bt1 , , Btk Btk1 are independentfor all 0 t1 < t2
< tk . (2.2.11)

To prove this we use the fact that normal random variables are
inde-pendent iff they are uncorrelated. (See Appendix A). So it is
enough toprove that

Ex[(Bti Bti1)(Btj Btj1)] = 0 when ti < tj , (2.2.12)

which follows from the form of C:

Ex[BtiBtj Bti1Btj BtiBtj1 + Bti1Btj1 ]= n(ti ti1 ti + ti1) = 0
.

From this we deduce that Bs Bt is independent of Ft if s >
t.(iii) Finally we ask: Is t Bt() continuous for almost all ?
Stated like this

the question does not make sense, because the set H = {; t
Bt()is continuous} is not measurable with respect to the Borel
-algebra Bon (Rn)[0,) mentioned above (H involves an uncountable
number ofts). However, if modified slightly the question can be
given a positiveanswer. To explain this we need the following
important concept:
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Definition 2.2.2. Suppose that {Xt} and {Yt} are stochastic
processes on(,F , P ). Then we say that {Xt} is a version of (or a
modification of) {Yt}if

P ({;Xt() = Yt()}) = 1 for all t .Note that if Xt is a version
of Yt, then Xt and Yt have the same finite-dimensional
distributions. Thus from the point of view that a stochastic
pro-cess is a probability law on (Rn)[0,) two such processes are
the same, butnevertheless their path properties may be different.
(See Exercise 2.9.)

The continuity question of Brownian motion can be answered by
usinganother famous theorem of Kolmogorov:

Theorem 2.2.3 (Kolmogorovs continuity theorem). Suppose that
theprocess X = {Xt}t0 satisfies the following condition: For all T
> 0 thereexist positive constants , ,D such that

E[|Xt Xs|] D |t s|1+ ; 0 s, t T . (2.2.13)Then there exists a
continuous version of X.

For a proof see for example Stroock and Varadhan (1979, p.
51).For Brownian motion Bt it is not hard to prove that (See
Exercise 2.8)

Ex[|Bt Bs|4] = n(n + 2)|t s|2 . (2.2.14)So Brownian motion
satisfies Kolmogorovs condition (2.2.13) with = 4,D = n(n+2) and =
1, and therefore it has a continuous version. From nowon we will
assume that Bt is such a continuous version.

Finally we note that

If Bt =(B(1)t , , B(n)t ) is n-dimensional Brownian motion,
then

the 1-dimensional processes {B(j)t }t0, 1jn are
independent,1-dimensional Brownian motions . (2.2.15)

Exercises

2.1. Suppose that X: R is a function which assumes only
countablymany values a1, a2, . . . R.a) Show that X is a random
variable if and only if

X1(ak) F for all k = 1, 2, . . . (2.2.16)b) Suppose (2.2.16)
holds. Show that

E[|X|] =

k=1

|ak|P [X = ak] . (2.2.17)
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c) If (2.2.16) holds and E[|X|] < , show that

E[X] =

k=1

akP [X = ak] .

d) If (2.2.16) holds and f :R R is measurable and bounded,
showthat

E[f(X)] =

k=1

f(ak)P [X = ak] .

2.2. Let X: R be a random variable. The distribution function F
ofX is defined by

F (x) = P [X x] .a) Prove that F has the following
properties:

(i) 0 F 1, limx

F (x) = 0, limx

F (x) = 1 .

(ii) F is increasing (= non-decreasing).(iii) F is
right-continuous, i.e. F (x) = limh0

h>0F (x + h) .

b) Let g:R R be measurable such that E[|g(X)|] < . Prove
that

E[g(X)] =

g(x)dF (x) ,

where the integral on the right is interpreted in the
Lebesgue-Stieltjes sense.

c) Let p(x) 0 be a measurable function on R. We say that X
hasthe density p if

F (x) =

x

p(y)dy for all x .

Thus from (2.2.1)(2.2.2) we know that 1-dimensional
Brownianmotion Bt at time t with B0 = 0 has the density

p(x) =12t

exp(x2

2t); x R .

Find the density of B2t .

2.3. Let {Hi}iI be a family of -algebras on . Prove that

H ={Hi; i I}

is again a -algebra.
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2.4. a) Let X: Rn be a random variable such that

E[|X|p] < for some p, 0 < p < .

Prove Chebychevs inequality :

P [|X| ] 1p

E[|X|p] for all 0 .

Hint:

|X|pdP A

|X|pdP , where A = {: |X| } .b) Suppose there exists k > 0
such that

M = E[exp(k|X|)] < .

Prove that P [|X| ] Mek for all 0 .2.5. Let X, Y : R be two
independent random variables and assume

for simplicity that X and Y are bounded. Prove that

E[XY ] = E[X]E[Y ] .(Hint: Assume |X| M , |Y | N . Approximate X
and Y by sim-

ple functions () =m

i=1

aiXFi(), () =n

j=1

bjXGj (), respectively,where Fi = X1([ai, ai+1)), Gj = Y 1([bj ,
bj+1)), M = a0 < a1 0. Prove that Brownian motion Bthas
stationary increments, i.e. that the process {Bt+h Bt}h0 hasthe
same distribution for all t.

2.11. Prove (2.2.15).

2.12. Let Bt be Brownian motion and fix t0 0. Prove thatBt: =
Bt0+t Bt0 ; t 0

is a Brownian motion.

2.13. Let Bt be 2-dimensional Brownian motion and put

D = {x R2; |x| < } for > 0 .Compute

P 0[Bt D] .2.14. Let Bt be n-dimensional Brownian motion and let
K Rn have zero

n-dimensional Lebesgue measure. Prove that the expected total
lengthof time that Bt spends in K is zero. (This implies that the
Greenmeasure associated with Bt is absolutely continuous with
respect toLebesgue measure. See Chapter 9).

2.15. Let Bt be n-dimensional Brownian motion starting at 0 and
letU Rnn be a (constant) orthogonal matrix, i.e. UUT =I. Prove
that

Bt: = UBt

is also a Brownian motion.

2.16. (Brownian scaling). Let Bt be a 1-dimensional Brownian
motionand let c > 0 be a constant. Prove that

Bt: =1cBc2t

is also a Brownian motion.
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2.17. If Xt(): R is a continuous stochastic process, then for p
> 0 thepth variation process of Xt, X, X(p)t is defined by

X,X(p)t () = limtk0

tkt

Xtk+1()Xtk()p (limit in probability)

where 0 = t1 < t2 < . . . < tn = t and tk = tk+1 tk. In
particular,if p = 1 this process is called the total variation
process and if p = 2this is called the quadratic variation process.
(See Exercise 4.7.) ForBrownian motion Bt R we now show that the
quadratic variationprocess is simply

B,Bt() = B,B(2)t () = t a.s.

Proceed as follows:a) Define

Bk = Btk+1 Btkand put

Y (t, ) =

tkt(Bk())2 ,

Show thatE[(

tkt(Bk)2 t)2] = 2

tkt(tk)2

and deduce that Y (t, ) t in L2(P ) as tk .b) Use a) to prove
that a.a. paths of Brownian motion do not have

a bounded variation on [0, t], i.e. the total variation of
Brownianmotion is infinite, a.s.
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3. Ito Integrals

3.1 Construction of the Ito Integral

We now turn to the question of finding a reasonable mathematical
interpre-tation of the noise term in the equation of Problem 1 in
the Introduction:

dN

dt= (r(t) + noise)N(t)

or more generally in equations of the form

dX

dt= b(t,Xt) + (t,Xt) noise , (3.1.1)

where b and are some given functions. Let us first concentrate
on the casewhen the noise is 1-dimensional. It is reasonable to
look for some stochasticprocess Wt to represent the noise term, so
that

dX

dt= b(t,Xt) + (t,Xt) Wt . (3.1.2)

Based on many situations, for example in engineering, one is led
to assumethat Wt has, at least approximately, these properties:

(i) t1 6= t2 Wt1 and Wt2 are independent.(ii) {Wt} is
stationary, i.e. the (joint) distribution of {Wt1+t, . . .
,Wtk+t}

does not depend on t.(iii) E[Wt] = 0 for all t.

However, it turns out there does not exist any reasonable
stochasticprocess satisfying (i) and (ii): Such a Wt cannot have
continuous paths. (SeeExercise 3.11.) If we require E[W 2t ] = 1
then the function (t, ) Wt()cannot even be measurable, with respect
to the -algebra B F , where B isthe Borel -algebra on [0,]. (See
Kallianpur (1980, p. 10).)

Nevertheless it is possible to represent Wt as a generalized
stochasticprocess called the white noise process.

That the process is generalized means that it can be constructed
as aprobability measure on the space S of tempered distributions on
[0,),and not as a probability measure on the much smaller space
R[0,), like an
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ordinary process can. See e.g. Hida (1980), Adler (1981),
Rozanov (1982),Hida, Kuo, Potthoff and Streit (1993) or Holden,
ksendal, Ube and Zhang(1996).

We will avoid this kind of construction and rather try to
rewrite equation(3.1.2) in a form that suggests a replacement of Wt
by a proper stochasticprocess: Let 0 = t0 < t1 < < tm = t
and consider a discrete version of(3.1.2):

Xk+1 Xk = b(tk, Xk)tk + (tk, Xk)Wktk , (3.1.3)where

Xj = X(tj), Wk = Wtk , tk = tk+1 tk .We abandon the Wk-notation
and replace Wktk by Vk = Vtk+1 Vtk ,where {Vt}t0 is some suitable
stochastic process. The assumptions (i), (ii)and (iii) on Wt
suggest that Vt should have stationary independent incrementswith
mean 0. It turns out that the only such process with continuous
pathsis the Brownian motion Bt. (See Knight (1981)). Thus we put Vt
= Bt andobtain from (3.1.3):

Xk = X0 +k1

j=0

b(tj , Xj)tj +k1

j=0

(tj , Xj)Bj . (3.1.4)

Is it possible to prove that the limit of the right hand side of
(3.1.4) exists,in some sense, when tj 0? If so, then by applying
the usual integrationnotation we should obtain

Xt = X0 +

t

0

b(s,Xs)ds +

t

0

(s,Xs)dBs (3.1.5)

and we would adopt as a convention that (3.1.2) really means
that Xt =Xt() is a stochastic process satisfying (3.1.5).

Thus, in the remainder of this chapter we will prove the
existence, in acertain sense, of

t

0

f(s, )dBs()

where Bt() is 1-dimensional Brownian motion starting at the
origin, for awide class of functions f : [0,] R. Then, in Chapter
5, we will returnto the solution of (3.1.5).

Suppose 0 S < T and f(t, ) is given. We want to defineT

S

f(t, )dBt() . (3.1.6)
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It is reasonable to start with a definition for a simple class
of functions fand then extend by some approximation procedure.
Thus, let us first assumethat f has the form

(t, ) =

j0ej() X[j2n,(j+1)2n)(t) , (3.1.7)

where X denotes the characteristic (indicator) function and n is
a naturalnumber. For such functions it is reasonable to define

T

S

(t, )dBt() =

j0ej()[Btj+1 Btj ]() , (3.1.8)

where

tk = t(n)k =

k 2n if S k 2n TS if k 2n < ST if k 2n > T

However, without any further assumptions on the functions ej()
this leadsto difficulties, as the next example shows.

Here and in the following E means the same as E0, the
expectationw.r.t. the law P 0 for Brownian motion starting at 0.
And P means the sameas P 0.

Example 3.1.1. Choose

1(t, ) =

j0Bj2n() X[j2n,(j+1)2n)(t)

2(t, ) =

j0B(j+1)2n() X[j2n,(j+1)2n)(t) .

Then

E

[ T

0

1(t, )dBt()]

=

j0E[Btj (Btj+1 Btj )] = 0 ,

since {Bt} has independent increments. But

E

[ T

0

2(t, )dBt()]

=

j0E[Btj+1 (Btj+1 Btj )]

=

j0E[(Btj+1 Btj )2] = T , by (2.2.10) .

So, in spite of the fact that both 1 and 2 appear to be very
reasonableapproximations to
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f(t, ) = Bt() ,

their integrals according to (3.1.8) are not close to each other
at all, no matterhow large n is chosen.

This only reflects the fact that the variations of the paths of
Bt are toobig to enable us to define the integral (3.1.6) in the
Riemann-Stieltjes sense.In fact, one can show that the paths t Bt
of Brownian motion are nowheredifferentiable, almost surely (a.s.).
(See Breiman (1968)). In particular, thetotal variation of the path
is infinite, a.s.

In general it is natural to approximate a given function f(t, )
by

j

f(tj , ) X[tj ,tj+1)(t)

where the points tj belong to the intervals [tj , tj+1], and
then defineTS

f(t, )dBt() as the limit (in a sense that we will explain)
ofj

f(tj , )[Btj+1 Btj ]() as n . However, the example above
showsthat unlike the Riemann-Stieltjes integral it does make a
difference herewhat points tj we choose. The following two choices
have turned out to bethe most useful ones:

1) tj = tj (the left end point), which leads to the Ito
integral, from now ondenoted by

T

S

f(t, )dBt() ,

and2) tj = (tj+tj+1)/2 (the mid point), which leads to the
Stratonovich integral,

denoted byT

S

f(t, ) dBt() .

(See Protter (1990, Th. V. 5.30)).

In the end of this chapter we will explain why these choices are
the bestand discuss the relations and distinctions between the
corresponding inte-grals.

In any case one must restrict oneself to a special class of
functions f(t, )in (3.1.6), also if they have the particular form
(3.1.7), in order to obtaina reasonable definition of the integral.
We will here present Itos choicetj = tj . The approximation
procedure indicated above will work out success-fully provided that
f has the property that each of the functions f(tj , )only depends
on the behaviour of Bs() up to time tj . This leads to the
fol-lowing important concepts:
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Definition 3.1.2. Let Bt() be n-dimensional Brownian motion.
Then wedefine Ft = F (n)t to be the -algebra generated by the
random variables Bs();s t. In other words, Ft is the smallest
-algebra containing all sets of theform

{; Bt1() F1, , Btk() Fk} ,where tj t and Fj Rn are Borel sets, j
k = 1, 2, . . . (We assume thatall sets of measure zero are
included in Ft).

One often thinks of Ft as the history of Bs up to time t. A
functionh() will be Ft-measurable if and only if h can be written
as the pointwisea.e. limit of sums of functions of the form

g1(Bt1)g2(Bt2) gk(Btk) ,

where g1, . . . , gk are bounded continuous functions and tj t
for j k,k = 1, 2, . . . . (See Exercise 3.14.) Intuitively, that h
is Ft-measurable meansthat the value of h() can be decided from the
values of Bs() for s t. Forexample, h1() = Bt/2() is Ft-measurable,
while h2() = B2t() is not.

Note that Fs Ft for s < t (i.e. {Ft} is increasing) and that
Ft F forall t.

Definition 3.1.3. Let {Nt}t0 be an increasing family of
-algebras of sub-sets of . A process g(t, ): [0,) Rn is called
Nt-adapted if for eacht 0 the function

g(t, )is Nt-measurable.

Thus the process h1(t, ) = Bt/2() is Ft-adapted, while h2(t, )
=B2t() is not.

We now describe our class of functions for which the Ito
integral will bedefined:

Definition 3.1.4. Let V = V(S, T ) be the class of functions

f(t, ): [0,) R

such that

(i) (t, ) f(t, ) is B F-measurable, where B denotes the Borel
-algebra on [0,).

(ii) f(t, ) is Ft-adapted.(iii) E

[ TS

f(t, )2dt]

< .
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The Ito Integral

For functions f V we will now show how to define the Ito
integral

I[f ]() =T

S

f(t, )dBt() ,

where Bt is 1-dimensional Brownian motion.The idea is natural:
First we define I[] for a simple class of functions

. Then we show that each f V can be approximated (in an
appropriatesense) by such s and we use this to define

fdB as the limit of

dB as

f .We now give the details of this construction: A function V is
called

elementary if it has the form

(t, ) =

j

ej() X[tj ,tj+1)(t) . (3.1.9)

Note that since V each function ej must be Ftj -measurable. Thus
inExample 3.1.1 above the function 1 is elementary while 2 is
not.

For elementary functions (t, ) we define the integral according
to(3.1.8), i.e.

T

S

(t, )dBt() =

j0ej()[Btj+1 Btj ]() . (3.1.10)

Now we make the following important observation:

Lemma 3.1.5 (The Ito isometry). If (t, ) is bounded and
elementarythen

E

[( T

S

(t, )dBt())2]

= E[ T

S

(t, )2dt]

. (3.1.11)

Proof. Put Bj = Btj+1 Btj . Then

E[eiejBiBj ] ={

0 if i 6= jE[e2j ] (tj+1 tj) if i = j

using that eiejBi and Bj are independent if i < j. Thus

E

[( T

S

dB

)2]=

i,j

E[eiejBiBj ] =

j

E[e2j ] (tj+1 tj)

= E[ T

S

2dt

].
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The idea is now to use the isometry (3.1.11) to extend the
definition fromelementary functions to functions in V. We do this
in several steps:Step 1. Let g V be bounded and g(, ) continuous
for each . Then thereexist elementary functions n V such that

E

[ T

S

(g n)2dt] 0 as n .

Proof. Define n(t, ) =j

g(tj , ) X[tj ,tj+1)(t). Then n is elementary sinceg V, and

T

S

(g n)2dt 0 as n , for each ,

since g(, ) is continuous for each . Hence E[TS

(g n)2dt] 0 as n ,by bounded convergence.

Step 2. Let h V be bounded. Then there exist bounded functions
gn Vsuch that gn(, ) is continuous for all and n, and

E

[ T

S

(h gn)2dt] 0 .

Proof. Suppose |h(t, )| M for all (t, ). For each n let n be a
non-negative, continuous function on R such that

(i) n(x) = 0 for x 1n and x 0and

(ii)

n(x)dx = 1

Define

gn(t, ) =

t

0

n(s t)h(s, )ds .

Then gn(, ) is continuous for each and |gn(t, )| M . Since h V
wecan show that gn(t, ) is Ft-measurable for all t. (This is a
subtle point; seee.g. Karatzas and Shreve (1991), p. 133 for
details.) Moreover,
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T

S

(gn(s, ) h(s, ))2ds 0 as n , for each ,

since {n}n constitutes an approximate identity. (See e.g.
Hoffman (1962,p. 22).) So by bounded convergence

E

[ T

S

(h(t, ) gn(t, ))2dt] 0 as n ,

as asserted.

Step 3. Let f V. Then there exists a sequence {hn} V such that
hn isbounded for each n and

E

[ T

S

(f hn)2dt] 0 as n .

Proof. Put

hn(t, ) =

n if f(t, ) < nf(t, ) if n f(t, ) n

n if f(t, ) > n .

Then the conclusion follows by dominated convergence.That
completes the approximation procedure.

We are now ready to complete the definition of the Ito
integral

T

S

f(t, )dBt() for f V .

If f V we choose, by Steps 1-3, elementary functions n V such
that

E

[ T

S

|f n|2dt] 0 .

Then define

I[f ]():=T

S

f(t, )dBt(): = limn

T

S

n(t, )dBt() .

The limit exists as an element of L2(P ), since{ T

S

n(t, )dBt()}

forms a

Cauchy sequence in L2(P ), by (3.1.11).We summarize this as
follows:
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Definition 3.1.6 (The Ito integral). Let f V(S, T ). Then the
Ito inte-gral of f (from S to T ) is defined by

T

S

f(t, )dBt() = limn

T

S

n(t, )dBt() (limit in L2(P )) (3.1.12)

where {n} is a sequence of elementary functions such that

E

[ T

S

(f(t, ) n(t, ))2dt] 0 as n . (3.1.13)

Note that such a sequence {n} satisfying (3.1.13) exists by
Steps 13above. Moreover, by (3.1.11) the limit in (3.1.12) exists
and does not dependon the actual choice of {n}, as long as (3.1.13)
holds. Furthermore, from(3.1.11) and (3.1.12) we get the following
important

Corollary 3.1.7 (The Ito isometry).

E

[( T

S

f(t, )dBt

)2]= E

[ T

S

f2(t, )dt]

for all f V(S, T ) . (3.1.14)

Corollary 3.1.8. If f(t, ) V(S, T ) and fn(t, ) V(S, T ) for n =
1, 2, . . .and E

[ TS

(fn(t, ) f(t, ))2dt] 0 as n , then

T

S

fn(t, )dBt() T

S

f(t, )dBt() in L2(P ) as n .

We illustrate this integral with an example:

Example 3.1.9. Assume B0 = 0. Then

t

0

BsdBs = 12B2t 12 t .

Proof. Put n(s, ) =

Bj() X[tj ,tj+1)(s), where Bj = Btj . Then

E

[ t

0

(n Bs)2ds]

= E[

j

tj+1

tj

(Bj Bs)2ds]

=

j

tj+1

tj

(s tj)ds =

j

12 (tj+1 tj)2 0 as tj 0 .
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So by Corollary 3.1.8

t

0

BsdBs = limtj0

t

0

ndBs = limtj0

j

BjBj .

(See also Exercise 3.13.) Now

(B2j ) = B2j+1 B2j = (Bj+1 Bj)2 + 2Bj(Bj+1 Bj)

= (Bj)2 + 2BjBj ,

and therefore, since B0 = 0,

B2t =

j

(B2j ) =

j

(Bj)2 + 2

j

BjBj

or

j

BjBj = 12B2t 12

j

(Bj)2 .

Sincej

(Bj)2 t in L2(P ) as tj 0 (Exercise 2.17), the result
follows.

The extra term 12 t shows that the Ito stochastic integral does
not behavelike ordinary integrals. In the next chapter we will
establish the Ito formula,which explains the result in this example
and which makes it easy to calculatemany stochastic integrals.

3.2 Some properties of the Ito integral

First we observe the following:

Theorem 3.2.1. Let f, g V(0, T ) and let 0 S < U < T .
Then

(i)TS

fdBt =US

fdBt +TU

fdBt for a.a.

(ii)TS

(cf + g)dBt = c TS

fdBt +TS

gdBt (c constant) for a.a.

(iii) E[ T

S

fdBt]

= 0

(iv)TS

fdBt is FT -measurable.

Proof. This clearly holds for all elementary functions, so by
taking limits weobtain this for all f, g V(0, T ).

An important property of the Ito integral is that it is a
martingale:
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Definition 3.2.2. A filtration (on (,F)) is a family M = {Mt}t0
of-algebras Mt F such that

0 s < t Ms Mt(i.e. {Mt} is increasing). An n-dimensional
stochastic process {Mt}t0 on(,F , P ) is called a martingale with
respect to a filtration {Mt}t0 (andwith respect to P ) if

(i) Mt is Mt-measurable for all t,(ii) E[|Mt|] < for all
t

and(iii) E[Ms|Mt] = Mt for all s t.

Here the expectation in (ii) and the conditional expectation in
(iii) istaken with respect to P = P 0. (See Appendix B for a survey
of conditionalexpectation).

Example 3.2.3. Brownian motion Bt in Rn is a martingale w.r.t.
the -algebras Ft generated by {Bs; s t}, because

E[|Bt|]2 E[|Bt|2] = |B0|2 + nt and if s t thenE[Bs|Ft] = E[Bs Bt
+ Bt|Ft]

= E[Bs Bt|Ft] + E[Bt|Ft] = 0 + Bt = Bt .

Here we have used that E[(Bs Bt)|Ft] = E[Bs Bt] = 0 since Bs Bt
isindependent of Ft (see (2.2.11) and Theorem B.2.d)) and we have
used thatE[Bt|Ft] = Bt since Bt is Ft-measurable (see Theorem
B.2.c)).

For continuous martingales we have the following important
inequalitydue to Doob: (See e.g. Stroock and Varadhan (1979),
Theorem 1.2.3 or Revuzand Yor (1991), Theorem II.1.7)

Theorem 3.2.4 (Doobs martingale inequality). If Mt is a
martingalesuch that t Mt() is continuous a.s., then for all p 1, T
0 and all > 0

P [ sup0tT

|Mt| ] 1p E[|MT |p] .

We now use this inequality to prove that the Ito integral

t

0

f(s, )dBs

can be chosen to depend continuously on t :
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Theorem 3.2.5. Let f V(0, T ). Then there exists a t-continuous
versionof

t

0

f(s, )dBs() ; 0 t T ,

i.e. there exists a t-continuous stochastic process Jt on (,F ,
P ) such that

P [Jt =

t

0

fdB] = 1 for all t, 0 t T . (3.2.1)

Proof. Let n = n(t, ) =j

e(n)j ()X[t(n)

j,t

(n)j+1)

(t) be elementary functions

such that

E

[ T

0

(f n)2dt] 0 when n .

Put

In(t, ) =

t

0

n(s, )dBs()

and

It = I(t, ) =

t

0

f(s, )dBs() ; 0 t T .

Then In(, ) is continuous, for all n. Moreover, In(t, ) is a
martingale withrespect to Ft, for all n :

E[In(s, )|Ft] = E[( t

0

ndB +

s

t

ndB

)Ft]

=

t

0

ndB + E[

tt(n)jt(n)

j+1se(n)j Bj |Ft

]

=

t

0

ndB +

j

E[E[e(n)j Bj |Ft(n)

j

]|Ft]

=

t

0

ndB +

j

E[e(n)j E[Bj |Ft(n)

j

]|Ft]

=

t

0

ndB = In(t, ) (3.2.2)


	
3.2 Some properties of the Ito integral 33

when t < s, using Theorem B.3. and Theorem B.2.d).Hence In Im
is also an Ft-martingale, so by the martingale inequality

(Theorem 3.2.4) it follows that

P

[sup

0tT|In(t, ) Im(t, )| >

] 1

2 E[|In(T, ) Im(T, )|2

]

=12

E

[ T

0

(n m)2ds] 0 as m,n .

Hence we may choose a subsequence nk s.t.P

[sup

0tT|Ink+1(t, ) Ink(t, )| > 2k

]< 2k .

By the Borel-Cantelli lemma

P[

sup0tT

|Ink+1(t, ) Ink(t, )| > 2k for infinitely many k]

= 0 .

So for a.a. there exists k1() such that

sup0tT

|Ink+1(t, ) Ink(t, )| 2k for k k1() .

Therefore Ink(t, ) is uniformly convergent for t [0, T ], for
a.a. and so thelimit, denoted by Jt(), is t-continuous for t [0, T
], a.s. Since Ink(t, ) I(t, ) in L2[P ] for all t, we must have

It = Jt a.s. , for all t [0, T ] .That completes the proof.
tu

From now on we shall always assume thatt0

f(s, )dBs() means a t-

continuous version of the integral.

Corollary 3.2.6. Let f(t, ) V(0, T ) for all T . Then

Mt() =

t

0

f(s, )dBs

is a martingale w.r.t. Ft and

P[

sup0tT

|Mt| ] 1

2 E

[ T

0

f(s, )2ds]

; , T > 0 . (3.2.3)

Proof. This follows from (3.2.2), the a.s. t-continuity of Mt
and the martin-gale inequality (Theorem 3.2.4), combined with the
Ito isometry (3.1.14).

tu
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3.3 Extensions of the Ito integral

The Ito integral

fdB can be defined for a larger class of integrands f thanV.
First, the measurability condition (ii) of Definition 3.1.4 can be
relaxed tothe following:

(ii) There exists an increasing family of -algebras Ht; t 0 such
thata) Bt is a martingale with respect to Ht andb) ft is
Ht-adapted.

Note that a) implies that Ft Ht. The essence of this extension
is that wecan allow ft to depend on more than Ft as long as Bt
remains a martingalewith respect to the history of fs; s t. If (ii)
holds, then E[BsBt|Ht] = 0for all s > t and if we inspect our
proofs above, we see that this is sufficientto carry out the
construction of the Ito integral as before.

The most important example of a situation where (ii) applies
(and (ii)doesnt) is the following:

Suppose Bt() = Bk(t, ) is the kth coordinate of n-dimensional
Brown-ian motion (B1, . . . , Bn). Let F (n)t be the -algebra
generated by B1(s1, ), ,Bn(sn, ); sk t. Then Bk(t, ) is a
martingale with respect to F (n)t becauseBk(s, ) Bk(t, ) is
independent of F (n)t when s > t. Thus we have now de-fined

t0

f(s, )dBk(s, ) for F (n)t -adapted integrands f(t, ). That
includesintegrals like

B2dB1 or

sin(B21 + B22) dB2

involving several components of n-dimensional Brownian motion.
(Here wehave used the notation dB1 = dB1(t, ) etc.)

This allows us to define the multi-dimensional Ito integral as
follows:

Definition 3.3.1. Let B = (B1, B2, . . . , Bn) be n-dimensional
Brownianmotion. Then VmnH (S, T ) denotes the set of m n matrices v
= [vij(t, )]where each entry vij(t, ) satisfies (i) and (iii) of
Definition 3.1.4 and (ii)above, with respect to some filtration H =
{Ht}t0.

If v VmnH (S, T ) we define, using matrix notationT

S

vdB =

T

S

v11 v1n...

...vm1 vmn

dB1...

dBn

to be the m1 matrix (column vector) whose ith component is the
followingsum of (extended) 1-dimensional Ito integrals:

n

j=1

T

S

vij(s, )dBj(s, ) .
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If H = F (n) = {F (n)t }t0 we write Vmn(S, T ) and if m = 1 we
writeVnH(S, T ) (respectively Vn(S, T )) instead of Vn1H (S, T )
(respectivelyVn1(S, T )). We also put

Vmn = Vmn(0,) =

T>0

Vmn(0, T ) .

The next extension of the Ito integral consists of weakening
condition (iii)of Definition 3.1.4 to

(iii) P[ T

S

f(s, )2ds < ]

= 1 .

Definition 3.3.2. WH(S, T ) denotes the class of processes f(t,
) R satis-fying (i) of Definition 3.1.4 and (ii), (iii) above.
Similarly to the notation forV we put WH =

T>0

WH(0, T ) and in the matrix case we write WmnH (S, T )etc. If H
= F (n) we write W(S, T ) instead of WF(n)(S, T ) etc. If the
dimen-sion is clear from the context we sometimes drop the
superscript and writeF for F (n) and so on.

Let Bt denote 1-dimensional Brownian motion. If f WH one can
showthat for all t there exist step functions fn WH such that

t0

|fn f |2ds 0in probability, i.e. in measure with respect to P .
For such a sequence one has

thatt0

fn(s, )dBs converges in probability to some random variable and
the

limit only depends on f , not on the sequence {fn}. Thus we may
definet

0

f(s, )dBs() = limn

t

0

fn(s, )dBs() (limit in probability) for f WH .

(3.3.1)As before there exists a t-continuous version of this
integral. See Friedman(1975, Chap. 4) or McKean (1969, Chap. 2) for
details. Note, however, thatthis integral is not in general a
martingale. See for example Dudleys Theorem(Theorem 12.1.5). It is,
however, a local martingale. See Karatzas and Shreve(1991), p. 146.
See also Exercise 7.12.

A comparison of Ito and Stratonovich integrals

Let us now return to our original question in this chapter: We
have arguedthat the mathematical interpretation of the white noise
equation

dX

dt= b(t,Xt) + (t,Xt) Wt (3.3.2)
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is that Xt is a solution of the integral equation

Xt = X0 +

t

0

b(s,Xs)ds +

t

0

(s,Xs)dBs , (3.3.3)

for some suitable interpretation of the last integral in
(3.3.3). However, asindicated earlier, the Ito interpretation of an
integral of the form

t

0

f(s, )dBs() ()

is just one of several reasonable choices. For example, the
Stratonovich in-tegral is another possibility, leading (in general)
to a different result. So thequestion still remains: Which
interpretation of () makes (3.3.3) the rightmathematical model for
the equation (3.3.2)? Here is an argument that in-dicates that the
Stratonovich interpretation in some situations may be themost
appropriate: Choose t-continuously differentiable processes B(n)t
suchthat for a.a.

B(n)(t, ) B(t, ) as n uniformly (in t) in bounded intervals. For
each let X(n)t () be the solutionof the corresponding
(deterministic) differential equation

dXtdt

= b(t,Xt) + (t,Xt)dB

(n)t

dt. (3.3.4)

Then X(n)t () converges to some function Xt() in the same sense:
For a.a. we have that X(n)t () Xt() as n , uniformly (in t) in
boundedintervals.

It turns out (see Wong and Zakai (1969) and Sussman (1978)) that
this so-lution Xt coincides with the solution of (3.3.3) obtained
by using Stratonovichintegrals, i.e.

Xt = X0 +

t

0

b(s,Xs)ds +

t

0

(s,Xs) dBs . (3.3.5)

This implies that Xt is the solution of the following modified
Ito equation:

Xt = X0 +

t

0

b(s,Xs)ds + 12

t

0

(s,Xs)(s,Xs)ds +

t

0

(s,Xs)dBs , (3.3.6)

where denotes the derivative of (t, x) with respect to x. (See
Stratonovich(1966)).
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Therefore, from this point of view it seems reasonable to use
(3.3.6) (i.e.the Stratonovich interpretation) and not the Ito
interpretation

Xt = X0 +

t

0

b(s,Xs)ds +

t

0

(s,Xs)dBs (3.3.7)

as the model for the original white noise equation (3.3.2).On
the other hand, the specific feature of the Ito model of not
looking

into the future (as explained after Example 3.1.1) seems to be a
reason forchoosing the Ito interpretation in many cases, for
example in biology (see thediscussion in Turelli (1977)). The
difference between the two interpretationsis illustrated in Example
5.1.1. Note that (3.3.6) and (3.3.7) coincide if (t, x)does not
depend on x. For example, this is the situation in the linear
casehandled in the filtering problem in Chapter 6.

In any case, because of the explicit connection (3.3.6) between
the twomodels (and a similar connection in higher dimensions see
(6.1.3)), it willfor many purposes suffice to do the general
mathematical treatment for oneof the two types of integrals. In
general one can say that the Stratonovichintegral has the advantage
of leading to ordinary chain rule formulas under atransformation
(change of variable), i.e. there are no second order terms in
theStratonovich analogue of the Ito transformation formula (see
Theorems 4.1.2and 4.2.1). This property makes the Stratonovich
integral natural to use forexample in connection with stochastic
differential equations on manifolds (seeElworthy (1982) or Ikeda
and Watanabe (1989)).

However, Stratonovich integrals are not martingales, as we have
seen thatIto integrals are. This gives the Ito integral an
important computationaladvantage, even though it does not behave so
nicely under transformations(as Example 3.1.9 shows). For our
purposes the Ito integral will be mostconvenient, so we will base
our discussion on that from now on.

Exercises

Unless otherwise stated Bt denotes Brownian motion in R, B0 =
0.

3.1. Prove directly from the definition of Ito integrals
(Definition 3.1.6)that

t

0

sdBs = tBt t

0

Bsds .

(Hint: Note that

j

(sjBj) =

j

sjBj +

j

Bj+1sj .)
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3.2. Prove directly from the definition of Ito integrals
that

t

0

B2sdBs =13B

3t

t

0

Bsds .

3.3. If Xt: Rn is a stochastic process, let Ht = H(X)t denote
the -algebra generated by {Xs(); s t} (i.e. {H(X)t }t0 is the
filtration ofthe process {Xt}t0).a) Show that if Xt is a martingale
w.r.t. some filtration {Nt}t0, then

Xt is also a martingale w.r.t. its own filtration {H(X)t }t0 .b)
Show that if Xt is a martingale w.r.t H(X)t , then

E[Xt] = E[X0] for all t 0 . ()c) Give an example of a stochastic
process Xt satisfying () and which

is not a martingale w.r.t. its own filtration.

3.4. Check whether the following processes Xt are martingales
w.r.t. {Ft}:(i) Xt = Bt + 4t(ii) Xt = B2t

(iii) Xt = t2Bt 2t0

sBsds

(iv) Xt = B1(t)B2(t), where (B1(t), B2(t)) is 2-dimensional
Brownianmotion.

3.5. Prove directly (without using Example 3.1.9) that

Mt = B2t tis an Ft-martingale.

3.6. Prove that Nt = B3t 3tBt is a martingale.3.7. A famous
result of Ito (1951) gives the following formula for n times

iterated Ito integrals:

n! (

(

0u1unt

dBu1)dBu2) dBun = tn2 hn

(Bt

t

)(3.3.8)

where hn is the Hermite polynomial of degree n, defined by

hn(x) = (1)nex22

dn

dxn(e x22 ) ; n = 0, 1, 2, . . .

(Thus h0(x) = 1, h1(x) = x, h2(x) = x2 1, h3(x) = x3 3x.)a)
Verify that in each of these n Ito integrals the integrand
satisfies

the requirements in Definition 3.1.4.
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b) Verify formula (3.3.8) for n = 1, 2, 3 by combining Example
3.1.9and Exercise 3.2.

c) Use b) to give a new proof of the statement in Exercise
3.6.3.8. a) Let Y be a real valued random variable on (,F , P )
such that

E[|Y |] < .

DefineMt = E[Y |Ft] ; t 0 .

Show that Mt is an Ft-martingale.b) Conversely, let Mt; t 0 be a
real valued Ft-martingale such that

supt0

E[|Mt|p] < for some p > 1 .

Show that there exists Y L1(P ) such that

Mt = E[Y |Ft] .

(Hint: Use Corollary C.7.)

3.9. Suppose f V(0, T ) and that t f(t, ) is continuous for a.a.
.Then we have shown that

T

0

f(t, )dBt() = limtj0

j

f(tj , )Bj in L2(P ) .

Similarly we define the Stratonovich integral of f by

T

0

f(t, )dBt()= limtj0

j

f(tj , )Bj , where tj =

12 (tj + tj+1) ,

whenever the limit exists in L2(P ). In general these integrals
are dif-ferent. For example, compute

T

0

Bt dBt

and compare with Example 3.1.9.

3.10. If the function f in Exercise 3.9 varies smoothly with t
then in factthe Ito and Stratonovich integrals of f coincide. More
precisely, assumethat there exists K < and > 0 such that

E[|f(s, ) f(t, )|2] K|s t|1+ ; 0 s , t T .
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Prove that then we have

T

0

f(t, )dBt = limtj0

j

f(tj , )Bj (limit in L1(P ))

for any choice of tj [tj , tj+1]. In particular,T

0

f(t, )dBt =

T

0

f(t, ) dBt .

(Hint: Consider E[|

j

f(tj , )Bj j

f(tj , )Bj |].)

3.11. Let Wt be a stochastic process satisfying (i), (ii) and
(iii) (below(3.1.2)). Prove that Wt cannot have continuous paths.
(Hint: ConsiderE[(W (N)t W (N)s )2], where

W(N)t = (N) (N Wt), N = 1, 2, 3, . . .) .

3.12. As in Exercise 3.9 we let dBt denote Stratonovich
differentials.(i) Use (3.3.6) to transform the following
Stratonovich differential

equations into Ito differential equations:(a) dXt = Xtdt + Xt
dBt(b) dXt = sin Xt cosXtdt + (t2 + cos Xt) dBt

(ii) Transform the following Ito differential equations into
Stratonovichdifferential equations:(a) dXt = rXtdt + XtdBt(b) dXt =
2eXtdt + X2t dBt

3.13. A stochastic process Xt(): R is continuous in mean square
ifE[X2t ] < for all t and

limst

E[(Xs Xt)2] = 0 for all t 0 .

a) Prove that Brownian motion Bt is continuous in mean square.b)
Let f :R R be a Lipschitz continuous function, i.e. there
exists

C < such that

|f(x) f(y)| C|x y| for all x, y R .

Prove thatYt: = f(Bt)

is continuous in mean square.
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c) Let Xt be a stochastic process which is continuous in mean
squareand assume that Xt V(S, T ), T < . Show that

T

S

XtdBt = limn

T

S

n(t, )dBt() (limit in L2(P ))

where

n(t, ) =

j

Xt(n)j

()X[t

(n)j

,t(n)j+1)

(t) , T < .

(Hint: Consider

E

[ T

S

(Xt n(t))2dt]

= E[

j

t(n)j+1

t(n)j

(Xt Xt(n)j

)2dt]) .

3.14. Show that a function h() is Ft-measurable if and only if h
is a point-wise limit (for a.a. ) of sums of functions of the
form

g1(Bt1) g2(Bt2) gk(Btk)where g1, . . . , gk are bounded
continuous functions and tj t for j k,k = 1, 2, . . .Hint: Complete
the following steps:a) We may assume that h is bounded.b) For n =
1, 2, . . . and j = 1, 2, . . . put tj = t

(n)j = j 2n. For

fixed n let Hn be the -algebra generated by {Btj ()}tjt. Then
byCorollary C.9

h = E[h|Ft] = limn

E[h|Hn] (pointwise a.e. limit)

c) Define hn: = E[h|Hn]. Then by the Doob-Dynkin lemma
(Lemma2.1.2) we have

hn() = Gn(Bt1(), . . . , Btk())

for some Borel function Gn:RkR, where k=max{j; j 2n t}.Now use
that any Borel function G:Rk R can be approximatedpointwise a.e. by
a continuous function F :Rk R and completethe proof by applying the
Stone-Weierstrass theorem.

3.15. Suppose f, g V(S, T ) and that there exist constants C, D
such that

C +

T

S

f(t, )dBt() = D +

T

S

g(t, )dBt() for a.a. .
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Show thatC = D

andf(t, ) = g(t, ) for a.a. (t, ) [S, T ] .

3.16. Let X: R be a random variable such that E[X2] < and
letH F be a -algebra. Show that

E[(E[X|H])2] E[X2] .

(See Lemma 6.1.1. See also the Jensen inequality for conditional
ex-pectation (Appendix B).)

3.17. Let (,F , P ) be a probability space and let X: R be a
randomvariable with E[|X|] < . If G F is a finite -algebra, then
byExercise 2.7 there exists a partition =

ni=1

Gi such that G consistsof and unions of some (or all) of G1, . .
. , Gn.a) Explain why E[X|G]() is constant on each Gi. (See
Exercise 2.7 c).)b) Assume that P [Gi] > 0. Show that

E[X|G]() =

GiXdP

P (Gi)for Gi .

c) Suppose X assumes only finitely many values a1, . . . , am.
Then fromelementary probability theory we know that (see Exercise
2.1)

E[X|Gi] =m

k=1

akP [X = ak|Gi] .

Compare with b) and verify that

E[X|Gi] = E[X|G]() for Gi .

Thus we may regard the conditional expectation as defined in
Ap-pendix B as a (substantial) generalization of the conditional
expec-tation in elementary probability theory.


	
4. The Ito Formula and the MartingaleRepresentation Theorem

4.1 The 1-dimensional Ito formula

Example 3.1.9 illustrates that the basic definition of Ito
integrals is not veryuseful when we try to evaluate a given
integral. This is similar to the situationfor ordinary Riemann
integrals, where we do not use the basic definition butrather the
fundamental theorem of calculus plus the chain rule in the
explicitcalculations.

In this context, however, we have no differentiation theory,
only integra-tion theory. Nevertheless it turns out that it is
possible to establish an Itointegral version of the chain rule,
called the Ito formula. The Ito formula is,as we will show by
examples, very useful for evaluating Ito integrals.

From the example

t

0

BsdBs = 12B2t 12 t or 12B2t = 12 t +

t

0

BsdBs , (4.1.1)

we see that the image of the Ito integral Bt =t0

dBs by the map g(x) = 12x2

is not again an Ito integral of the form

t

0

f(s, )dBs()

but a combination of a dBs-and a ds-integral:

12B

2t =

t

0

12ds +

t

0

BsdBs . (4.1.2)

It turns out that if we introduce Ito processes (also called
stochastic integrals)as sums of a dBs-and a ds-integral then this
family of integrals is stable undersmooth maps. Thus we define

Definition 4.1.1 (1-dimensional Ito processes).Let Bt be
1-dimensional Brownian motion on (,F , P ). A (1-dimensional)
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Ito process (or stochastic integral) is a stochastic process Xt
on (,F , P ) ofthe form

Xt = X0 +

t

0

u(s, )ds +

t

0

v(s, )dBs , (4.1.3)

where v WH, so that

P

[ t

0

v(s, )2ds < for all t 0]

= 1 (4.1.4)

(see Definition 3.3.2). We also assume that u is Ht-adapted
(where Ht is asin (ii), Section 3.3) and

P

[ t

0

|u(s, )|ds < for all t 0]

= 1 . (4.1.5)

If Xt is an Ito process of the form (4.1.3) the equation (4.1.3)
is sometimeswritten in the shorter differential form

dXt = udt + vdBt . (4.1.6)

For example, (4.1.1) (or (4.1.2)) may be represented by

d(

12B

2t

)= 12dt + BtdBt .

We are now ready to state the first main result in this
chapter:

Theorem 4.1.2 (The 1-dimensional Ito formula).Let Xt be an Ito
process given by

dXt = udt + vdBt .

Let g(t, x) C2([0,) R) (i.e. g is twice continuously
differentiable on[0,)R). Then

Yt = g(t,Xt)

is again an Ito process, and

dYt =g

t(t,Xt)dt +

g

x(t,Xt)dXt + 12

2g

x2(t,Xt) (dXt)2 , (4.1.7)

where (dXt)2 = (dXt) (dXt) is computed according to the
rules

dt dt = dt dBt = dBt dt = 0 , dBt dBt = dt . (4.1.8)

Before we prove Itos formula let us look at some examples.
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Example 4.1.3. Let us return to the integral

I =

t

0

BsdBs from Chapter 3 .

Choose Xt = Bt and g(t, x) = 12x2. Then

Yt = g(t, Bt) =12B2t .

Then by Itos formula,

dYt =g

tdt +

g

xdBt + 12

2g

x2(dBt)2 = BtdBt + 12 (dBt)

2 = BtdBt + 12dt .

Henced( 12B

2t ) = BtdBt +

12dt .

In other words,

12B

2t =

t

0

BsdBs + 12 t, as in Chapter 3 .

Example 4.1.4. What ist

0

sdBs ?

From classical calculus it seems reasonable that a term of the
form tBt shouldappear, so we put

g(t, x) = tx

andYt = g(t, Bt) = tBt .

Then by Itos formula,

dYt = Btdt + tdBt + 0

i.e.d(tBt) = Btdt + tdBt

or

tBt =

t

0

Bsds +

t

0

sdBs

ort

0

sdBs = tBt t

0

Bsds ,

which is reasonable from an integration-by-parts point of
view.
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More generally, the same method gives

Theorem 4.1.5 (Integration by parts). Suppose f(s, ) = f(s) only
de-pends on s and that f is continuous and of bounded variation in
[0, t]. Then

t

0

f(s)dBs = f(t)Bt t

0

Bsdfs .

Note that it is crucial for the result to hold that f does not
depend on .(See Exercise 4.3.)

Sketch of proof of the Ito formula. First observe that if we
substitute

dXt = udt + vdBt

in (4.1.7) and use (4.1.8) we get the equivalent expression

g(t, Xt) = g(0, X0) +

t

0

(g

s(s,Xs) + us

g

x(s,Xs) + 12v

2s

2g

x2(s, Xs)

)ds

+

t

0

vs gx

(s,Xs)dBs where us = u(s, ), vs = v(s, ) . (4.1.9)

Note that (4.1.9) is an Ito process in the sense of Definition
4. 1.1.

We may assume that g, gt ,gx and

2gx2 are bounded, for if (4.1.9) is proved

in this case we obtain the general case by approximating by C2
functionsgn such that gn, gnt ,

gnx and

2gnx2 are bounded for each n and converge

uniformly on compact subsets of [0,) R to g, gt , gx , 2g

x2 , respectively.(See Exercise 4.9.) Moreover, from (3.3.1) we
see that we may assume thatu(t, ) and v(t, ) are elementary
functions. Using Taylors theorem we get

g(t,Xt) = g(0, X0) +

j

g(tj , Xj) = g(0, X0) +

j

g

ttj +

j

g

xXj

+ 12

j

2g

t2(tj)2 +

j

2g

tx(tj)(Xj) + 12

j

2g

x2(Xj)2 +

j

Rj ,

where gt ,gx etc. are evaluated at the points (tj , Xtj ),

tj = tj+1 tj , Xj = Xtj+1 Xtj , g(tj , Xj) = g(tj+1, Xtj+1) g(tj
, Xj)

and Rj = o(|tj |2 + |Xj |2) for all j.If tj 0 then
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j

g

ttj =

j

g

t(tj , Xj)tj

t

0

g

t(s,Xs)ds (4.1.10)

j

g

xXj =

j

g

x(tj , Xj)Xj

t

0

g

x(s,Xs)dXs . (4.1.11)

Moreover, since u and v are elementary we get

j

2g

x2(Xj)2 =

j

2g

x2u2j (tj)

2 + 2

j

2g

x2ujvj(tj)(Bj)

+

j

2g

x2v2j (Bj)2, where uj = u(tj , ), vj = v(tj , ) . (4.1.12)

The first two terms here tend to 0 as tj 0. For example,

E

[(

j

2g

x2ujvj(tj)(Bj)

)2]=

=

j

E

[(2g

x2ujvj

)2](tj)3 0 as tj 0 .

We claim that the last term tends to

t

0

2g

x2v2ds in L2(P ), as tj 0 .

To prove this, put a(t) = 2g

x2 (t,Xt)v2(t, ), aj = a(tj) and consider

E

[(

j

aj(Bj)2

j

ajtj

)2]=

i,j

E[aiaj((Bi)2ti)((Bj)2tj)] .

If i < j then aiaj((Bi)2 ti) and (Bj)2 tj are independent so
theterms vanish in this case, and similarly if i > j. So we are
left with

j

E[a2j ((Bj)2 tj)2] =

j

E[a2j ] E[(Bj)4 2(Bj)2
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