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 Glossary
 The terminology used in this document is defined in the legal acts of the Republic of Lithuania
 and in international practices. The list of other terminology and abbreviations is placed in the
 following table.
 No.
 Abbreviation
 Term Explanation
 1. - Access network Part of a public electronic communications network that connects access nodes of core network to individual subscribers.
 2. AETH Access Ethernet switch
 Ethernet switch in Access Node location, connecting the point to point subscribers to the core network.
 3. ATM Asynchronous Transfer Mode
 Digital communication that is capable of very high speeds by using a standard switching technique designed to unify telecommunication and computer networks. It uses asynchronous time-division multiplexing and it encodes data into small, fixed-sized cells.
 4. - Benchmark A standard or point of reference against which things may be compared or assessed
 5. BBLL Broadband leased line
 Service contract between provider and customer, whereby provider agrees to deliver Broadband leased line service to handle data services
 6. - Broadband Bandwidth in a communication channel not lower than 144 kbps.
 7. BHCA Busy hour call attempts
 Number of call attempts in a busy hour.
 8. BHE Busy hour erlangs
 Call traffic on busy hour traffic dimensioned by erlangs
 9. BHT Busy hour traffic
 Amount of traffic in a busy hour.
 10. - Call Connection established by means of a publicly available electronic communications service allowing two-way communication in real time.
 11. CAPEX Capital expenditure
 Capital expenditure costs. CAPEX costs comprise depreciation and ROI.
 12. - Channel Transmission channel

Page 3
                        

3
 No.
 Abbreviation
 Term Explanation
 13. - Circuit Transmission line
 14. - Common and joint costs
 Costs that are shared by several services
 15. - Core network
 Group of network components switching and transmitting traffic. Core network comprises switches, local and remote subscriber units as well as transmission equipment between network nodes.
 16. - Cost driver A factor that influences the existence and amount of costs.
 17. CVR Cost volume relationship
 Relationship between total value of cost and cost driver.
 18. - Costs
 Decrease in the economic value for a company due to usage of fixed assets, sale of assets, loss of assets, decrease in asset value or increase in liabilities over a period, which results in a decrease in equity capital.
 19. CPE Customer-premises equipment
 Customer-premises equipment is any terminal and associated equipment located at a subscriber's premises and connected with a carrier's telecommunication channel(s) at the demarcation point.
 20. DDF Digital distribution frame
 A device that switches incoming and outgoing signals.
 21. DSLAM
 Digital subscriber line access multiplexer
 Network device which connects multiple customer digital subscriber line (DSL) interfaces to a high-speed digital communications channel using multiplexing techniques.
 22. - Duct 100 mm or larger duct for laying cables built between two manholes or between a manhole and other equipment.
 23. FA Fixed assets
 Tangible assets that give economic benefit to the company with a lifetime of more than a year and the minimal acquisition cost of the asset is not lower than the minimal value of tangible asset set by the company.
 24. - Fixed electronic communications network
 Public electronic communications network having fixed end points.
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 No.
 Abbreviation
 Term Explanation
 25. GPON Gigabit Passive Optical Network
 A point-to-multipoint connection - fiber to the premises network architecture in which passive optical splitters are used to enable a single optical fiber to serve multiple premises.
 26. HCC Homogenous cost category
 A set of costs, which have the same driver, the same cost volume relationship pattern and the same rate of technology change.
 27. IC Inter Connection
 The linking of two networks for the mutual exchange of traffic.
 28. IMS IP multimedia sub-system
 An architectural framework for delivering Internet Protocol (IP) multimedia services.
 29. - Incremental cost
 Increase in costs due to increase in the volume of service.
 30. - Leased line A dedicated telephone line connecting two end-points.
 31. LN Local Node Node serving Local Zone
 32. - Local subscriber unit
 Subscriber unit that is physically located in the same place as a switch.
 33. LRAIC
 Long run average incremental costing
 The principle of long run average incremental costing – estimating change in costs as a result of change in cost driver volume and dividing them over a unit of service. The costs are measured in the long run, which means that the company based on the level of demand can change the amount of resources involved in providing a service i.e. all costs become variable.
 34. - Multiplexer A device that enables more than one signal to be sent simultaneously over one physical channel.
 35. MSAN Multi Services Access Node
 Device typically installed in Access Node which connects customers' access lines to the core network, to provide telephone, ISDN, and broadband such as DSL all from a single platform.
 36. Narrowband Bandwidth in a communication channel lower than 144 kbps.
 37. NE Network element
 Any network object which physically or logically can be identified as an independent network unit.
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 No.
 Abbreviation
 Term Explanation
 38. -
 Network interconnection
 Physical and logical linking of public communications networks used by the same or a different undertaking in order to allow the users of one undertaking to communicate with the users of the same or another undertaking, or to access services provided by another undertaking. Interconnection is a specific type of access.
 39. NGN
 Next Generation Network
 The concept of an electronic communications network, which is based on packet switching and separation of transport and network services. This concept also includes installation of optical fibers to access the public electronic communications networks.
 40. NMS
 Network Management System
 An NMS manages the network elements. Management tasks include discovering network inventory, monitoring device health and status, providing alerts to conditions that impact system performance, and identification of problems, their source(s) and possible solutions.
 41. - Operator An undertaking providing public communications network or
 an associated facility.
 42. OPEX OPEX Operating expenditures that comprise salaries, material and
 other external service costs.
 43. ODF Optical distribution frame
 Device that is used to physically group several cables to one cable.
 44. OLT Optical Line Terminal
 Device which serves as the service provider endpoint of a passive optical network.
 45. -
 Origination Transmission of a call from a network point where the call was originated to the switch (including switch) where interconnection can be established located closest to the subscriber originating the call.
 46. - Port A socket in a computer or network into which a device can
 be plugged.
 47. POTS Plain Old Telephone Service
 The basic single line switched access service offered by local exchange carriers to residential and business end users, using loop-start signaling.
 48. PSTN Public Switched Telephone Network
 Public telephone network, based on circuit switching.
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 No.
 Abbreviation
 Term Explanation
 49. P2P Point-to-Point connection
 A direct communications connection between two nodes or endpoints
 50. - Rectifier An electrical device that converts an alternating current into
 a direct one by allowing a current to flow through it in one direction only
 51. ROI Return on investment
 Required return on investment calculated by multiplying WACC and capital employed.
 52. - Routing matrix Matrix which represents the intensity of NE usage for
 different services.
 53. - Scorched node assumption
 Assumption where you take everything as it is
 54. - Service An electronic communications service which consists wholly
 or mainly in the conveyance of signals on electronic communications networks.
 55. - Subscriber Person who or which is party to a contract with the provider
 of publicly available electronic communication services for the supply of such services.
 56. RSU Remote Subscriber unit
 Functional network component from one side connected to an access network (via line card) and from the other side to a switch (via 2 mbps port).
 57. - Supporting activity
 Supporting activity comprises administration, accounting, planning, human resource management and other supplementary activities.
 58. - Switch (switching host)
 Network element that switches calls between two network nodes.
 59. - Switching network
 Network of switches that ensures connection among separate nodes of electronic communications network.
 60. -
 Electronic communications network
 An electronic communication network used to provide public telephone service including transmission of voice between network end points and other services such as fax or data transmission.
 61. -
 Termination Transmission of a call from a switch (including switch) where interconnection can be established located closest to the subscriber receiving the call to the final network point where the call ends.
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 No.
 Abbreviation
 Term Explanation
 62. TN Transit Node Core IP router serving Transit Zone
 63. -
 Transit Transmission of a call from a switch where interconnection can be established located closest to a subscriber initiating a call (excluding the switch ) to a switch where interconnection can be established located closest to a subscriber receiving a call (excluding the switch) via one or more switches.
 64. Transit 1 Type 1 Transit Transmission of a call through single Transit switch
 (inclusive). This service is currently regulated PSTN service.
 65. Transit 2
 Type 2 Transit Transmission of a call from (to) Local switch (excluding that switch), located as near as possible to calling customer (called customer), where interconnection is already provided or can be provided, to (from) Transit switch (inclusive), where interconnection can be provided. This service is currently regulated PSTN service.
 66. Transit 3
 Type 3 Transit Transmission of a call from Transit switch (excluding that switch), where interconnection is provided or can be provided, to Transit switch (inclusive), where interconnection is provided or can be provided. This service is currently regulated PSTN service.
 67. Transit 4
 Type 4 Transit Transmission of international call through single International Transit switch (inclusive), when international call is originated in network in Lithuania. This service is currently regulated PSTN service.
 68. Transit 5
 Type 5 Transit Transmission of international call from Transit switch (excluding that switch) to International Transit switch (inclusive), when international call is originated in networks in Lithuania. This service is currently regulated PSTN service.
 69. - Transmission link
 A link which ensures transmission of optical and electric signal between two remote geographic units.
 70. - Transmission network
 Equipment of electronic communications which ensures transmission of optical and electric signals among separate core network components.
 71. - Tributary card Component of a multiplexer constituting interface between
 multiplexer and other equipment of electronic communications.
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 No.
 Abbreviation
 Term Explanation
 72. - Unsuccessful call
 An attempted call which did not successfully proceed/was not answered.
 73. WACC Weighted average cost of capital
 Cost of capital calculated as a weighted cost of borrowed and equity capital.
 74. - Wholesale billing system
 Wholesale and invoice management information system.
 75. 1GE or
 GE
 1 Gbps Ethernet interface
 Interface capable to transmit Ethernet frames at a rate of a gigabit per second
 76. 10GE 10 Gbps Ethernet interface
 Interface capable to transmit Ethernet frames at a rate of ten gigabits per second
 77. – Recommendation
 European Commission Recommendation 2009/396/EC on the Regulatory Treatment of Fixed and Mobile Termination Rates in the EU as of 7 May 2009.
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 1. Introduction
 The purpose of this document is to present the main principles of BU-LRAIC model to be
 developed for the fixed line operator. Most of the principles have been already in place since
 2005 when the BU-LRAIC1 model was introduced. Key changes to the previous approach:
 The first key change to the document is the introduction of the NGN network topology which
 brought new network dimensioning. The second key change is the introduction of Pure LRAIC
 methodology. This brought new LRAIC methodology section where different methods of cost
 calculation are defined and compared. Overall, the structure of the document’ is completely
 new compared to the old document of 2005.
 1.1. Legal background
 Elaboration of a tool for the calculation of cost-based interconnection prices of the Lithuanian
 fixed networks developed by bottom-up method of long-run incremental costs (hereinafter,
 BU-LRAIC ) method is maintained by these legal regulations:
 1 In 2005 RRT has initiated construction of LRAIC model for calculation of costs of call termination, call origination and call transit services provided via fixed network. In 2005 a BU-LRAIC model was implemented by RRT. In 2006 TD-LRAIC results were provided by regulated operator. In early 2008 a HY-LRAIC model was finalized and the regulation of prices currently is based on cost modeling results of HY-LRAIC model.
 Model the costs of an eff icient service provider
 Based on current costs
 Forward looking BU LRAIC model*
 Comply with the requirements of "technological eff iciency” - NGN
 Take into account pure incremental costs of call terminat ion in determining the per item cost
 Previous RRT approach New Recommendation
 �
 �
 �
 �
 ��
 Included
 Not included
 �
 �
 �
 �
 ��New topics
 * Previously applied RRT model was based on HY-LRAIC methodology
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 � European Commission recommendation (2009/396/EC);
 � European Union Electronic Communications Regulation System (directives);
 � Law on Electronic Communications of the Republic of Lithuania;
 � Market analysis conducted by the Communications Regulatory Authority of Republic of
 Lithuania (further – RRT);
 � Executive orders and decisions of the Director of the RRT.
 In 2005 RRT initiated the first project to estimate call costs for fixed-line networks. Ernst &
 Young created HY-LRAIC cost calculation model for fixed-line networks according to which the
 Director of the RRT in 2008 released an executive order No. 1V-101 and call termination,
 origination and transit prices were started to be regulated by RRT in 2008.
 However, in 2009 the European Commission released a new recommendation (2009/396/EC)
 regarding call price regulation, and the aim of the project is to build a BU-LRAIC model to
 calculate costs of call termination in fixed-line networks in order to comply with the
 requirements set out in the recommendation, in particular the following:
 � Model the costs of an efficient service provider;
 � Calculations shall be based on current costs;
 � Implement a forward looking BU LRAIC model;
 � Comply with the requirements of "technological efficiency” – NGN;
 � May contain economic depreciation method;
 � Take into account the incremental costs (Pure LRAIC) of call termination in determining
 the per item cost.
 1.2. Document objective
 The objectives of this reference paper (hereinafter, BU-LRAIC model reference paper or MRP)
 are:
 � To present the scope and the detailed principles of the BU-LRAIC modeling (guidelines
 and concept of the BU-LRAIC model).
 BU-LRAIC modeling is theoretical and might differ from the real market situation, however, it
 models operator of fixed electronic communications network operating efficiently in a
 competitive market.
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 While using BU-LRAIC method, there is a risk that some of the practical aspects will be
 excluded from the scope of the model. In order to avoid this kind of situation, it is expected that
 all market players will take an active participation in model implementation. In case there is a
 lack of data for BU-LRAIC modeling, benchmarks will be used.
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 2. LRAIC methodology
 All calculations in the model are based on Forward-Looking Long Run Average Incremental
 Cost (LRAIC) methodology, assuming Bottom-up approach and efficient operator operating in
 a fully competitive market. Below is provided a short introduction to the model of BU-LRAIC.
 The meaning of the definition of BU-LRAIC is as follows:
 1. LRAIC costs: There are 3 LRAIC methods of cost calculation: Pure LRAIC, LRAIC+ and
 LRAIC++.
 � Pure LRAIC method – includes only incremental costs related to network components
 used in the provision of the particular service.
 � LRAIC+ method – includes only incremental costs related to network components used
 in the provision of the particular group of services, which allows some shared cost of
 the group of services to become service incremental as well. The group of service
 could be total voice services, total data services and access services.
 � LRAIC++ method – includes costs described in LRAIC+ method description plus
 common and joint cost. The common and joint cost related to each group of service
 (total voice services, total data services and access services) are calculated separately
 for each Network Component using an equal-proportional mark-up (EPMU) mechanism
 based on the level of incremental cost incurred by each group of service (total voice
 services, total data services and access services).
 Approaches in calculating using each method are illustrated in the picture below:
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 Figure 1: Ilustration of LRAIC cost allocation methods
 BU-LRAIC model will have functionality to calculate costs using all three methods.
 2. Long run. In the short run incremental costs can split into fixed and variable incremental
 costs; however, in the long run all costs are variable, which is the principle of LRAIC.
 Consequently, all input factors (as well as capital) should be included to the forecasted
 demand for services.
 3. Average Incremental. The principle of average incremental costs involves estimating a
 change in costs which is caused by production (service) increment (or decrease) and
 allocating estimated costs to one unit of service. Figure 2 illustrates the concepts of
 incremental and average incremental costs.
 Average incremental costs
 Increment Output
 Costs
 Incremental costs
 Figure 2. Incremental and average incremental costs.
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 4. Forward looking. Forward-looking costs are the costs incurred today building a network
 which has to face future demand and asset prices. In practice this means that if modeling is
 done in a year X, the cost of services is calculated for the year up to X+10 (e.g. if modeling
 is done in 2009, service costs are calculated for the years 2010 - 2020).
 5. Bottom-up. The bottom-up approach involves the development of engineering-economic
 models which are used to calculate the costs of network elements which would be used by
 an efficient operator in providing interconnection services.
 Bottom-up models perform the following tasks:
 � Dimension and revaluate the network;
 � Estimate non-network costs;
 � Estimate operating maintenance and supporting costs;
 � Estimate services costs.
 In a broader meaning, BU-LRAIC (together with the efficiency assumption) is the
 approximation of incremental costs, which, according to the economic theory, reflects the
 economic costs (and the price) of an efficient operator operating in a fully competitive market.
 As a result, for the purpose of efficient competition, fixed line termination rates should come up
 to the same rates as calculated using the BU-LRAIC method.
 2.1. Network modeling
 One of the key decisions to be made with bottom-up modeling is whether to adopt a “scorched
 earth” or a “scorched node” assumption. The objective of following either of the two
 approaches is to ensure that the incumbent operator has the right incentives to invest
 efficiently in its own network in the future, and that new entrants receive the correct economic
 signals that assist them in deciding between building their own networks or paying for
 interconnection with the incumbent’s network.
 The scorched earth basis assumes that optimally-sized network devices would be employed at
 locations optimal to the overall transmission design, as if the network was being redesigned on
 a greenfield site. However, designing and agreeing an optimal network is not a straightforward
 or uncontentious task. Moreover, it may be considered reasonable to allow the operator to
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 recover costs associated with the existing network configuration, given that it must in practice
 largely take it as given.
 Following the network modeling principles described above, detailed calculations of required
 network elements are provided in section 6. Dimensioning of the network.
 2.2. Increments
 In LRAIC methodology increments refer to elements that influence costs of objects subject to
 analysis (objects under analysis are provided in section 5.1 List of services. Calculating the
 incremental costs of wholesale services in fixed line networks using Pure LRAIC method, it is
 necessary to identify only those fixed and variable costs that would not be incurred if the
 wholesale services were no longer provided to third-party operators (i.e. the avoidable costs
 only). The avoidable costs of the wholesale service increment may be calculated by identifying
 the total long-run cost of an operator providing its full range of services and then identifying the
 long-run costs of the same operator in the absence of the wholesale service being provided to
 third parties. This may then be subtracted from the total long-run costs of the business to
 derive the defined increment.
 When calculating costs using LRAIC+ method, it is necessary to identify only those fixed and
 variable costs that would not be incurred if the voice services were no longer provided to third-
 party operators and retail subscribers (i.e. the avoidable costs only). The avoidable costs of the
 voice service increment may be calculated by identifying the total long-run cost of an operator
 providing its full range of services and then identifying the long-run costs of the same operator
 in the absence of the voice service being provided to third parties retail subscribers. This may
 then be subtracted from the total long-run costs of the business to derive the defined
 increment.
 When calculating costs using LRAIC++ additional mark-ups are added on the primarily
 estimated increments to cover costs of all shared and common elements and activities which
 are necessary for the provision of all services.
 Increments of current BU-LRAIC model are:
 � Volume of services;
 � Subscribers.
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 2.3. Modeling period
 In order to get a deeper insight into a fixed line network operator’s cost structure, it is common
 practice to calculate service costs for at least several periods. BU-LRAIC model will calculate
 nominal service costs for the 10-year period starting from 2010.
 2.4. Cost accounting
 There are two methods of measuring costs in terms of replacement cost: historical cost
 accounting and current cost accounting. BU-LRAIC model will have a functionality to estimate
 costs using both methods.
 Historical cost accounting is an approach to accounting using asset values based on the actual
 amount on money paid for assets. The main advantages of using historical costs are simplicity
 and certainty. The major disadvantage of this approach is that book values may be based on
 out of date costs due to exclusion of adjustments for equipment price changes related to
 technology improvement and (or) inflation.
 The objective of the current cost accounting approach is to derive information what it would
 cost to acquire assets and other required resources now or in the near future. The current cost
 is calculated by using the current (or the latest) market prices (replacement cost) or adjusting
 the historical cost for asset specific inflation and therefore getting more realistic values of
 assets and other resources used in business. In the situation when fixed assets that are still in
 use are outdated or no longer available on the market, it may be difficult to assign their current
 price. In this situation the concept of modern equivalent asset (MEA) has to be adopted. MEA
 means an asset that would perform the same function as the asset to be replaced and is
 currently available on the market. Historical costs may also be used as a proxy for current
 costs when assets have been purchased quite recently and no better source for current costs
 (including MEA) is available.
 2.5. Cost of capital
 Weighted Average Cost of Capital (WACC) is used in BU-LRAIC model for cost of capital
 estimation. WACC measures a company’s cost of debt and equity financing weighted by the
 percentage of debt and percentage of equity in a company’s target capital structure.
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 Calculation and elaboration of WACC of an assumed efficient fixed line network operator in
 Lithuania will be provided in a separate report.
 2.6. Technological background
 Ernst & Young will develop bottom-up engineering models that will allow revaluation based on
 current cost concept and allow modeling of cost to volume behavior including minimal network
 calculation.
 According to the recommendation, “technological efficient" fixed operator should use NGN
 network with all services delivered over an IP core network. However, the model will also have
 the functionality to calculate interconnection costs following the PSTN network structure, which
 was dimensioned and approved with stakeholders in 2005 in the document “BU-LRAIC model
 documentation”.
 This document will focus on the NGN network structure and its differences between PSTN.
 The main changes which are required to shift from PSTN to NGN fixed networks are listed
 below:
 � Local points concentrating traffic in the fixed-operator network (RSU’s – Remote
 Subscriber Units, DSLAM’s - Digital Subscriber Line Access Multiplexers, LE’s - Local
 Exchanges including subscriber cards) should be replaced by MSANs – Multi Service
 Access Nodes and OLTs with Access Ethernet switches have to be modeled where
 fiber access is present;
 � Transmission between nodes should utilize Ethernet transmission network instead of
 ATM/SDH transmission network;
 � The switching functionality of Local and Transit exchanges should be moved to the IP
 routers and IMS system.
 � NGN network needs to include Media Gateways to convert packet switched traffic to
 circuit switched traffic at points of interconnection;
 � NGN network’s end user needs CPE equipment in order to receive internet access,
 VoIP and IPTV services.
 A high level scheme illustrating these changes is presented below:
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 PS
 TN netw
 ork architecture
 NG
 N netw
 ork architecture
 Figure 3: Changes in network architecture.
 PSTN and NGN network logical structure
 Core PSTN switching network consists of separated switches and related equipment that
 ensures appearance and termination of temporary links among end points of the network.
 Switching network elements can be grouped into the following categories:
 � Remote Subscriber Unit (RSU)
 � Local Exchange (LE)
 � Transit exchange (TE)
 The local level of PSTN core network, which concentrates subscribers’ traffic, is formed by
 Remote Subscriber Units and Local Exchange. Geographical area served by one Local
 Exchange is called Local Zone.
 The transit level of PSTN core network, which transmits traffic on long distances, is formed by
 Transit Exchanges. Geographical area served by one Transit Exchange is called Transit Zone.
 M
 D
 F
 IP
 PSTNCabinet
 ATM / IP - edge
 DSLAM IP - core
 Concentrator Local exchange
 Inter exchange
 Modem
 Phone
 Edge ETH switch
 MSAN / AETH / OLT
 IP/ MPLS
 IP - core
 MD
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 CPE
 Phone
 ODF / MDF
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 The main differences in PSTN and NGN network structure are:
 � NGN network utilizes Multi Service Access Nodes to concentrate subscriber traffic
 instead of Remote Subscriber Unit and Local Exchanges for copper access users and
 Optical Line Terminals as well as Access Ethernet switches with CPE equipment for
 fiber optics access users;
 � NGN network utilizes IP routers to transit traffic instead of Transit Exchanges;
 � PSTN network architecture consist of two or more network layers (local layer and
 transit layer) where NGN network architecture is flat and consist of one network layer,
 where traffic on local level can be aggregated by Ethernet Switches, and IP routers
 could be used only at the transit level.
 PSTN and two layer NGN network logical structure is presented in the schemes below.
 Figure 4: PSTN network structure.
 PSTN network structure
 Access Network
 LE LE
 RSU RSU
 TE TE
 TE TE
 LE LE
 RSU RSU RSU RSU RSU RSU
 MDF MDF MDF MDF MDF MDF MDF MDF
 LE – Local Exchange TE - Transit Exchange RSU - Remote Subscriber Unit MDF – Main Distribution Facility
 Transit levelTransit
 Exchanges
 Local levelL
 ocal Exhanges
 Core netw
 orkA
 ccess netw
 ork
 Transit Zone
 Local Zone
 ODF/MDF
 ODF/MDF
 ODF/MDF
 ODF/MDF
 ODF/MDF
 ODF/MDF
 ODF/MDF
 ODF/MDF
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 Figure 5: Structure of NGN fixed network.
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 Figure 6. Structure of the modeled NGN network topology.
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 2.7. Mark – ups
 As already discussed in section 2.2 Increments, a mark-up approach is provided in the BU-LRAIC
 model to estimate network related operational cost, administration and support operational and
 capital costs, network management system capital cost. The major driver of network structure and
 development is service demand. Increasing service demand requires additional network capacity
 and appropriate network elements. This results in increased network related operational costs (e.g.
 more designing engineers are needed to built and supervise network). Network related operational
 cost (headcount) is a driver for administration and support operational and capital costs. Service
 demand and mark-up relation is illustrated in Figure 7:
 Figure 7: Service demand and mark-up relation.
 A more detailed description of mark-ups usage and allocation is provided in section 8.2 Mark-up
 allocation. Referring to the best practices and international experience, mark-ups are estimated by
 collecting data from Operators, further they are adjusted by benchmarks derived from foreign
 operators’ data. Currently, it is assumed that the latest data from the following sources will be
 adopted for the purpose of mark-up calculation:
 1. Questionnaire data provided by Operators.
 If data provided by the Operators is not sufficient for modeling purposes, following data sources will
 be used:
 1. Reports published by the Information Society Directorate of the European Commission
 related to bottom-up costing models used for the interconnection cost calculation in the
 European Union member states;
 2. Reports and documents published by the Federal Communication Commission related to
 bottom-up costing models used for the interconnection cost calculation in the European
 Union member states;
 3. Public reports on LRAIC projects, LRAIC models that are used in other EU member states;
 4. Ernst & Young knowledge of the telecommunications sector.
 Network demand
 Network infrastructure
 Network related operational costs
 Admin/support operational and capital costs
 % %
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 3. Outline of the modeling principles
 3.1. Sub-models
 The current BU-LRAIC model consists of two separate sub-models. Each of them includes different
 services (see Table 1). The sub-models are physically separated into two independent (not inter-
 linked) MS Excel models.
 Table 1. Sub-models of the BU-LRAIC model
 First sub-model – services included Second sub-model – services included Call origination
 Call termination
 Call transit
 Capacity based services
 Provision of auxiliary services for network interconnection
 In the First sub-model the following costs are calculated:
 � CAPEX related network costs;
 � OPEX related network costs;
 � CAPEX – administration and support;
 � OPEX – administration and support.
 CAPEX related network costs cover network components listed in section 5.3 List of network
 components*. CAPEX related network management system costs, OPEX related network costs,
 OPEX and CAPEX for administration and support, are listed and discussed in section 7.2 Mark-up
 allocation.
 The modeling principles used in the second BU-LRAIC sub-model are presented in Annex 1.
 3.2. Model scenarios
 There are 10 operators of fixed electronic communications network with significant market power –
 TEO LT, AB is the historical incumbent and 9 alternative fixed network operators. RRT regulates
 call termination prices of all operators, but prices of call termination services on 9 alternative fixed
 network operators are linked to price level of TEO LT, AB. Therefore, only one cost calculation
 model scenario will be developed.
 * Costs of network management system (NMS) are calculated as a mark-up.
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 4. Flow of BU-LRAIC modeling
 The objective of BU-LRAIC method is to measure the costs of services that would be incurred by
 an efficient operator in a competitive market assuming that network is rebuilt to meet the current
 and forward looking demand.
 Figure 8 illustrates the overall flow of BU-LRAIC modeling. Accordingly, the structure of this
 reference paper is aligned with the provided flow as well.
 Figure 8: The overall flow of BU-LRAIC methodology.
 4.1. Network demand
 The network demand section of the model is required to translate the relevant portfolio of service
 demand into network dimensioning. As the dimensioned network should handle the traffic during
 the peak period, measured service volumes are translated into busy-hour throughput network
 element demand.
 No network is built for the current demand. Networks are constructed to meet future demands. In
 order to reflect this requirement, the planning horizon for which networks are designed has to be
 considered. In principle this is determined on the basis of economic considerations by examining
 the trade-off between the costs of spare capacity in the short term and the costs of repeatedly
 augmenting capacity on a just-in-time basis.
 The detailed explanation of network demand principles is provided in section 6.1 Calculating
 network demand.
 4.2. Network dimensioning
 Following the identification of demand on a network element basis, the next stage in the process is
 identification of the necessary network equipment to support the identified level of busy-hour
 demand. This is achieved through the use of engineering rules, which consider the modular nature
 of network equipment and hence identify the individual components within each defined network
 element. This then allows variable cost structures to determine the costs on an element-by-
 element basis.
 Network demand
 Network dimensioning Service costs calculation
 Network valuation
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 The detailed explanation of network dimensioning principles is provided in section 6 Dimensioning
 of the network.
 4.3. Network valuation
 After all the necessary network equipment is identified, Homogenous Cost Categories (HCC) are
 derived (physical units of network elements identified are multiplied by current prices and
 investments calculated later on are annualized). HCC is a set of costs, which have the same driver,
 the same cost volume relationship (CVR) pattern and the same rate of technology change. HCC
 values are calculated by multiplying physical units of network elements by current prices. Later on,
 calculated investments are annualized and mark-ups (both for CAPEX and OPEX costs) are set.
 HCC list is provided in section 5.2 List of homogeneous cost categories.
 All fixed line network elements identified during network dimensioning must be revalued at Gross
 Replacement Cost (GRC). On the basis of GRC value its annual cost is calculated. This cost
 includes both:
 � Annualized capital costs (CAPEX); and
 � Annual operating expenses (OPEX).
 CAPEX costs consist of Return on Investment (ROI) and depreciation. OPEX costs consist of
 salaries (including social insurance), material and costs of external services (external services –
 transportation, security, utilities, etc).
 The detailed analysis of methodologies to annualize CAPEX costs is provided in section 7.1 Cost
 annualization.
 A detailed explanation of Mark-ups used to recover network related operational cost, administration
 and support operational and capital costs and network management system capital cost is
 provided in sections 2.7 Mark – ups and 7.2 Mark-up allocation.
 The list of HCCs, Network Components (NCs) and services used in the model is provided in
 section 5. Scope of the model.
 4.4. Service cost calculation
 The fundamental principle of LRAIC methodology – costs are allocated to network components,
 network components are mapped with network services and in this way the costs are calculated
 (see Figure 9).
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 Figure 9: Cost allocation principles.
 After HCC are derived, they are allocated to a particular Network Component (NC). NCs represent
 logical elements that are functionally integrated and any services may be modeled by combining
 these elements. NC list is provided in the section 5.3 List of network components. Later, total NC
 costs are calculated by summing up the appropriate HCCs. NC costs are divided by service
 volumes. Costs of services are calculated on a basis of network component unit costs according to
 network component usage statistics.
 The detailed explanation of service cost calculation is provided in section 8 Service cost
 calculation.
 Homogeneous cost categories
 Network components
 Services
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 5. Scope of the model
 The scope of the model is defined with respect to the range of services, network components and
 homogenous cost categories to be included into the BU-LRAIC model. This determines the
 modeled network architecture and its granularity level.
 5.1. List of services
 As migration to NGN flattens the network topology, a network model contains only single level of
 the network hierarchy. Therefore there might be no need to differentiate call origination and call
 termination into local and national level and there might be no need to have 5 types of transit as it
 is currently in regulation of PSTN services. As a result, list of services included in the first BU-
 LRAIC sub-model comprise:
 1. Call origination;
 2. Call termination;
 3. Call transit (7 types):
 � Transit of national calls:
 a) Transit of call via network thought single switch (operators are interconnected at
 the same switch) originated and terminated in Lithuania – Transit 1
 b) Transit of a call originated and terminated in Lithuania from switch (excluding that
 switch), where interconnection is provided or can be provided, to switch (inclusive),
 where interconnection is provided or can be provided (operators are interconnected at
 different switches) – Transit 3
 c) Transit of call originated and terminated in Lithuania via network – Transit 1/3
 � Transmission of international call through (Transit) switch (inclusive), when
 international call is originated in network in Lithuania – Transit 4;
 � Transmission of international call from (Transit) switch (excluding that switch) to
 International (Transit) switch (inclusive), when international call is originated in networks
 in Lithuania – Transit 5.
 � Transit of call via network originated in Lithuania and terminated abroad –Transit 4/5;
 � Transit of call originated abroad and terminated in Lithuania via network– Transit 6.
 4. Capacity based services.
 Cost calculation of capacity based services is described in section 8.3 Service cost.
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 All services have peak and off-peak hours. Service averaging to peak and off peak hours will be
 calculated using the ratios provided by the operators.
 The list of services included in the second BU-LRAIC sub-model comprises provision of auxiliary
 services for network interconnection.
 Referring to the list of services in the first BU-LRAIC sub-model provided above and BU-LRAIC
 modeling principles covered in this reference paper, expected outcome of the first BU-LRAIC sub-
 model is provided in the table below:
 Table 2. Outcome of the first BU-LRAIC sub-model
 Service name
 Ser
 vice
 acc
 ount
 ing
 unit
 Uni
 t cos
 ts
 Network Components
 Acc
 ess
 Nod
 e (A
 N)
 Tran
 sit n
 ode
 (TN
 )
 Tran
 smis
 sion
 AN
 -TN
 Tran
 smis
 sion
 TN
 -TN
 IMS
 IC B
 illin
 g
 MG
 W -
 PO
 I
 IE*
 Tran
 smis
 sion
 TN
 -IE
 *
 CP
 E
 Call origination M
 inut
 es
 Call termination M
 inut
 es
 Call transit 1
 Min
 utes
 Call transit 3
 Min
 utes
 Call transit 1/3 M
 inut
 es
 Call transit 4
 Min
 utes
 Call transit 5
 Min
 utes
 Call transit 4/5 M
 inut
 es
 Call transit 6
 Min
 utes
 * These elements are optional
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 5.2. List of homogeneous cost categories
 As mentioned in section 4 Flow of BU-LRAIC modeling, HCC values are calculated by annualizing
 CAPEX costs calculated in the network dimensioning part of the model and by application of a set
 of mark-ups (both for CAPEX and OPEX costs).
 Table 3 indicates the list of homogeneous cost categories (HCC) in BU-LRAIC model.
 Table 3. List of HCC in BU-LRAIC model
 HCC name HCC sub-components
 Infrastructure Trench Primary duct - 1 hole Primary duct - 2 holes Primary duct - 6 holes Primary duct - 12 holes Primary duct - 24 holes Primary duct - 48 and more holes Manholes
 Ground reconstruction Grass reconstruction Sidewalk reconstruction Asphalt pavement reconstruction Concrete pavement reconstruction
 Passages under obstacles
 Passage under road (up to 15m) Passage under road (above 15m) Passage under railway tracks Passage under rivers and channel Passage under other obstacles
 Additional works
 Project works Consent of the landowners Geodetic service
 Fiber cable
 Fiber cable – 12 fibers Fiber cable – 24 fibers Fiber cable – 48 fibers Fiber cable – 72 fibers Fiber cable – 96 fibers Fiber cable – 144 fibers
 Joints for fiber cables
 Joint for 12 fibers Joint for 24 fibers Joint for 48 fibers Joint for 72 fibers Joint for 96 fibers Joint for 144 fibers
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 HCC name HCC sub-components
 MSAN
 Chassis - Type 1 Chassis - Type 2 Chassis - Type 3 Chassis - Type 4 Chassis - Type 5 Subscriber cards - Type 1 - ADSL Subscriber cards - Type 2 - SHDSL Subscriber cards - Type 3 - VDSL Subscriber cards - Type 4 - POTS Subscriber cards - Type 5 - ISDN - BRA Trunking card - Type 1 Optical module - SFP/Xenpack - Type 1 - LR - (Long Range)
 OLT Chassis - Type 1 Chassis - Type 2 Chassis - Type 3 Subscriber cards - Type 1 - GPON Optical module- Subscriber cards Trunking card - Type 1 Optical module - Trunking card -- LR - (Long Range)
 Access Ethernet Switch Chassis - Type 1 Chassis – Type 2 Chassis - Type 3 Subscriber cards - Type 1 - P2P Subscriber cards - Type 2 - P2P Trunking cards - GE - Type 1 Trunking cards - GE - Type 2 Optical module - Subscriber cards Optical module - Trunking cards - GE
 Edge Ethernet Switch
 Chassis - Type 1 Chassis - Type 2 Chassis - Type 3 Switching cards Trunking cards - GE - Type 1 Trunking cards - GE - Type 2 Trunking cards - 10GE - Type 3 Trunking cards - 10GE - Type 4 Optical module - SFP/Xenpack - Type 1 - SR - (Short Range) Optical module - SFP/Xenpack - Type 2 - LR (Long Range) Optical module - XFP - Type 1 - SR - (Short Range) Optical module - XFP - Type 2 - LR (Long Range) Optical module - Xenpack - Type 1 - SR - (Short Range) Optical module - Xenpack - Type 2 - LR (Long Range)
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 HCC name HCC sub-components
 Aggregation Edge Ethernet Switch
 Chassis - Type 1 Chassis - Type 2 Chassis - Type 3 Switching cards Trunking cards - GE - Type 1 Trunking cards - GE - Type 2 Trunking cards - 10GE - Type 3 Trunking cards - 10GE - Type 4 Optical module - SFP/Xenpack - Type 1 - SR - (Short Range) Optical module - SFP/Xenpack - Type 2 - LR (Long Range) Optical module - XFP - Type 1 - SR - (Short Range) Optical module - XFP - Type 2 - LR (Long Range) Optical module - Xenpack - Type 1 - SR - (Short Range) Optical module - Xenpack - Type 2 - LR (Long Range)
 Core Ethernet Switch
 Chassis - Type 1 Chassis - Type 2 Chassis - Type 3 Switching cards Trunking cards - GE - Type 1 Trunking cards - GE - Type 2 Trunking cards - 10GE - Type 3 Trunking cards - 10GE - Type 4 Optical module - SFP/Xenpack - Type 1 - SR - (Short Range) Optical module - SFP/Xenpack - Type 2 - LR (Long Range) Optical module - XFP - Type 1 - SR - (Short Range) Optical module - XFP - Type 2 - LR (Long Range) Optical module - Xenpack - Type 1 - SR - (Short Range) Optical module - Xenpack - Type 2 - LR (Long Range)
 Transit Node - IP router
 Chassis - Type 1 Chassis - Type 2 Switching cards - Switching cards - Chassis - Type 1 Switching cards - Switching cards - Chassis - Type 2 Trunking cards - 10GE - Chassis - Type 1 Trunking cards - 10GE - Chassis - Type 2 Optical module - Xenpack - Type 1 - SR - (Short Range) Optical module - Xenpack - Type 2 - LR (Long Range)
 MGW
 Chassis - Type 1 Voice processing card Trunking cards - GE - Type 1 Trunking card - Type 1 Trunking card - Type 2 Trunking card - Type 3 Trunking card - Type 4 Optical module - SFP/Xenpack - Type 1 - SR - (Short Range)
 MGC Main unit - MGC Expansion unit - MGC
 N-SBG Main unit - N-SBG Expansion unit - N-SBG
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 HCC name HCC sub-components
 IMS
 IMS – Cabinet IMS core - Service frame HSS - Service frame IMS core - Service card - Type 1 - CSCF IMS core - Service card - Type 2 – A-SBG IMS core - Service card - Type 3 - VoIP AS IMS core - Service card - Type 4 - MRCF/CCTF IMS core - Service card - Type 5 - MRFP IMS core - Service card - Type 6 - BGCF IMS core - Service card - Type 7 - DNS server IMS core - Service card - Type 8 - Service delivery AS HSS - Service card - Type 1 - Control card HSS - Service card - Type 2 - Database card IMS - Licenses - Type 1 – subscriber IMS - Licenses - Type 2 – traffic HSS – Licenses
 Billing IC System Main unit Expansion unit
 Regulatory costs Regulatory costs
 Optical CPE equipment Optical CPE equipment
 5.3. List of network components
 List of NC used in BU-LRAIC model is as follows:
 � Access Node (AN)
 � Transit Node (TN)
 � Transmission - AN – TN
 � Transmission - TN – TN
 � IMS
 � IC Billing
 � MGW – POI
 � IE
 � TN - IE
 � CPE
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 6. Dimensioning of the network
 As mentioned in section 2.6 Technological background, the following dimensioning will only
 incorporate NGN network structure.
 The critical step in dimensioning the network is developing the engineering models for network
 elements transmission systems and cable infrastructure. In case of bottom-up LRAIC model the
 engineering models cannot be filled with aggregate data transferred from inventory register of the
 operator. In order to overcome this problem the dimensioning of the network has to be applied
 based on easily accessible data:
 � Based on voice and data traffic volume, gathered from operators, the dimensioning of
 MSAN network will be performed;
 � Based on traffic switched and routing factors, the dimensioning of Ethernet and IP
 transmission nodes will be performed.
 Technical – Technological model will only model these infrastructure components that are required
 for the delivery of wholesale services, calculated in Economic model. However the capacity of
 these components will be set according to all relevant services. Costs of other services, using
 same infrastructure, will not be calculated.
 6.1. Calculating network demand
 The starting point for the model is the existing demand, which is measured by:
 � On net calls (except calls to short telephone numbers) to VoIP and PSTN;
 � Off net calls (except calls to short telephone numbers) to VoIP, PSTN, mobile networks;
 � International calls (except calls to short telephone numbers) to VoIP, PSTN and mobile
 networks in foreign countries;
 � Calls to short telephone numbers (free of charge and charged) to VoIP, PSTN and
 mobile networks to short telephone numbers;
 � Call termination of calls which were initiated on VoIP, PSTN and mobile networks;
 � Call origination;
 � Call transit 1;
 � Call transit 2;
 � Call transit 3;
 � Call transit 4;

Page 36
                        

36
 � Call transit 5;
 � Call transit 6;
 � Internet access services to businesses and residents;
 � IPTV services;
 � Other voice and data transmission services;
 � Access to network provided at fixed location.
 6.2. Conversion of circuit switched traffic into packet data traffic
 Since NGN network is a packet based network, all circuit switched traffic (volume of billed minutes)
 must be converted into packet data traffic (volume of kbps). This calculation consists of the
 following steps:
 1. Calculation of volume of ports utilized by subscribers of voice services
 Based on the engineering model of MSAN, the number of ports utilized by the subscribers
 of voice services would be calculated. For detailed calculations see formula (3).
 2. Calculation of BHT (Busy Hour Traffic) per subscriber ports
 Based on busy hour traffic demand on MSANs (described further in the document) and the
 volume of ports utilized by subscribers of voice services from the first step, the volume of
 BHmE (Busy Hour mili Erlangs) per subscriber port would be calculated. For detailed
 calculations see formula (2).
 3. Calculation of volume of BHE (Busy Hour Erlangs) for each MSAN
 For each MSAN the volume of BHE would be calculated. This would be done multiplying
 the volume of ports utilized by subscribers of voice services by volume of BHmE (Busy
 Hour mili Erlangs) per subscriber port.
 The volume of BHE determines how many VoIP channels are required to handle the voice
 traffic in the busy hour. For detailed calculations see formula (11), where BHE calculation is
 incorporated in estimating voice bandwidth volume.
 4. Calculation of VoIP cannel bandwidth.
 This calculation requires determining some assumptions regarding VoIP (Voice over IP)
 technology:
 � Voice codec used;
 � Payload of each network layer protocols: RTP / UDP / IP / Ethernet.
 The VoIP channel bandwidth is calculated according to the following formula:
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 10008
 )( ��������� PFPPSPLSETHRTPUDPIPVoIP ratebit
 (1)
 Where,
 IP - IP header (bytes);
 UDP - UDP header (bytes);
 RTP - RTP header (bytes);
 ETH - Ethernet header (bytes);
 PLS - Voice payload size (bytes) – VoIP codec related value;
 PPS - Packets per second (packets) – codec bit rate related value;
 PF - Priority factor.
 The results of the calculation are presented in the table below.
 Table 4. VoIP codecs and their required channel bandwidth
 Codec & Bit Rate (Kbps) Bandwidth in Ethernet layer
 (Kbps) Voice Payload Size (bytes)
 G.711 (64 Kbps) 87.2 Kbps 160,00
 G.729 (8 Kbps) 31.2 Kbps 20,00
 G.723.1 (6.3 Kbps) 21.9 Kbps 24,00
 G.723.1 (5.3 Kbps) 20.8 Kbps 20,00
 G.726 (32 Kbps) 55.2 Kbps 80,00
 G.726 (24 Kbps) 47.2 Kbps 60,00
 G.728 (16 Kbps) 31.5 Kbps 60,00
 G722_64k(64 Kbps) 87.2 Kbps 160,00
 ilbc_mode_20 (15.2Kbps) 38.4Kbps 38,00
 ilbc_mode_30 (13.33Kbps) 28.8 Kbps 50,00 Source: “Voice Over IP - Per Call Bandwidth Consumption”, Cisco
 5. Calculation of busy hour voice bandwidth for each MSAN.
 For each MSAN busy hour bandwidth is calculated multiplying the volume of BHE by the
 bandwidth of voice channel. For detailed calculations see formula (11).
 Volume of data transmission services with guaranteed throughputs will be calculated based on the
 nominal capacities of these services.
 The volume of the best effort data transmission services will be calculated based on the total
 annual traffic of these services.
 6.3. Calculating traffic demand on network elements
 The demand for services then needs to be adjusted to include allowance for growth, and an
 allowance for capacity utilization. Taken together, these give the total demand for traffic on each
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 network element. Once the existing demand has been adjusted to include the above factors, the
 total demand is attributed to each network element through the use of “routing factors”.
 Table 5. Routing factors Service type Routing factors
 1 2 3 4 5 6 7
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 ess
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 1. Local calls – on-net calls (in the network of incumbent operator)
 2,00 1,00 2,00 0,00 0,00 0,00 0,00
 2. National calls – on-net calls (in the network of incumbent operator)
 2,00 2,00 2,00 1,00 0,00 0,00 0,00
 3. International calls (except calls to short telephone numbers) to VoIP, PSTN and mobile networks in foreign countries;
 1,00 1,00 1,00 0,00 0,00 1,00 1,00
 4. Calls to short telephone numbers
 1,00 1,00 1,00 0,00 0,00 0,00 0,00
 5. Interconnection calls – outgoing on local level
 1,00 1,00 1,00 0,00 1,00 0,00 0,00
 6. Interconnection calls – outgoing on national level
 1,00 1,00 1,00 0,00 1,00 0,00 0,00
 7. Interconnection calls – incoming on local level
 1,00 1,00 1,00 0,00 1,00 0,00 0,00
 8. Interconnection calls – incoming on national level
 1,00 1,00 1,00 0,00 1,00 0,00 0,00
 9. Interconnection calls – transit 1
 0,00 1,00 0,00 0,00 2,00 0,00 0,00
 10.Interconnection calls – transit 2
 0,00 1,00 0,00 1,00 2,00 0,00 0,00
 11.Interconnection calls – transit 3
 0,00 1,00 0,00 1,00 2,00 0,00 0,00
 12.Interconnection calls – transit 4
 0,00 0,00 0,00 0,00 0,00 1,00 0,00
 13.Interconnection calls – transit 5
 0,00 0,00 0,00 0,00 1,00 1,00 1,00
 14.Interconnection calls – transit 6
 0,00 1,00 0,00 0,00 1,00 1,00 1,00
 15.Other connections
 1,00 1,00 1,00 0,00 1,00 0,00 0,00
 16.Internet access services - residential subscribers
 1,00 1,00 1,00 0,00 0,00 0,00 0,00
 17.Internet access services - business subscribers
 1,00 1,00 1,00 0,00 0,00 0,00 0,00
 18.Internet access services - wholesale subscribers
 1,00 1,00 1,00 0,00 0,00 0,00 0,00
 19.IPTV services
 1,00 0,00 0,00 0,00 0,00 0,00 0,00
 20.ATM/Ethernet data transmission - IP corporate
 2,00 2,00 2,00 1,00 0,00 0,00 0,00
 21.ATM/Ethernet data transmission - IP Access
 1,00 1,00 1,00 0,00 0,00 0,00 0,00
 22.Other
 1,00 1,00 1,00 0,00 0,00 0,00 0,00
 23.Year end analog leased lines - 64 Kbit/s
 2,00 2,00 2,00 1,00 0,00 0,00 0,00
 * These elements are optional
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 Service type Routing factors
 1 2 3 4 5 6 7
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 24.Year end digital leased lines - nx64 Kbit/s
 2,00 2,00 2,00 1,00 0,00 0,00 0,00
 25.Year end digital leased lines - 2
 2,00 2,00 2,00 1,00 0,00 0,00 0,00
 26.Year end leased lines - STM-0
 2,00 2,00 2,00 1,00 0,00 0,00 0,00
 27.Year end leased lines - STM-1
 2,00 2,00 2,00 1,00 0,00 0,00 0,00
 28.Year end leased lines - STM-4
 2,00 2,00 2,00 1,00 0,00 0,00 0,00
 Routing factors show how intensively each network element is used for each type of service. For
 example, a call may on average use between one and two MSANs, and less than one transit IP
 router. The network, however, does not need to be dimensioned for total traffic, but must be able to
 meet the demand at the busiest hour of the year. To that end, the model requires information on:
 � Voice and data traffic in the conventional busiest hour of the year; and
 � Annual realized voice and data traffic.
 From these two estimates, a percentage to apply to the total traffic to estimate the dimensioned
 busy hour can be derived.
 6.4. Vocabulary of formulas
 In the table below the vocabulary of formulas used to dimension network elements is described:
 Table 6. Vocabulary for the formulas
 Abbreviation Explanation
 N Number of x elements
 V Volume of x traffic
 S Number of subscribers/services
 T Throughput of x element
 HA Headroom allowance
 � Proportion expressed in percentage
 C Capacity of x element
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 Moreover, formulas marked in a frame represent the main formulas, which dimension elements
 under the topic and formulas without the frame are additional in order to derive the values needed
 for dimensioning.
 6.5. Dimensioning of the Access Nodes
 The approach to dimensioning for the Access Nodes takes the following respects:
 � It uses the number of ports required for the provisioning of defined services;
 � It uses billed minutes and data traffic as the starting point;
 � It incorporates holding times and an allowance for growth;
 � It uses routing factors to determine the intensity with which each network element is
 used;
 � It dimensions the network to meet the busy hour demand;
 � It then adjusts this capacity to allow for flows between nodes and to provide resilience.
 Figure 10. Transition from PSTN to NGN and place of MSAN/OLT/Access Ethernet switch
 Dimensioning of the Access Nodes will be performed according to the scorched node approach.
 Scorched earth approach is not used in dimensioning Access Network in order not to affect the
 market of wholesale access services currently provided at access node locations. Assumptions of
 Scorched Node approach are as follows:
 � For each Access Node location collect geographical data (address, coordinates) – scorched
 node approach, which will not affect wholesale access services;
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 � For each Access Node location collect volume of connected services. Specifically: voice
 services provided over cooper access network, voice services provided over optical access
 network, ISDN BRA services, ISDN PRA services, Internet access services provided over
 cooper access network, Internet access services provided over optical access network
 using GPON or P2P architecture, TDM leased lines, TDM leased lined – high speed,
 ATM/Ethernet data transmission services;
 � It is assumed that leased lines will be provided based on SDSL /HDSL technology;
 � It is assumed that high speed TDM leased lines will be provided based on Ethernet
 technology;
 � ATM data transmission services will be provided based on Ethernet technology;
 � MSANs will be dimensioned where support of subscribers connected to the network over
 POTS, ISDN and xDSL technologies is necessary;
 � Access Ethernet Switches will be dimensioned where support of subscribers connected to
 the network over Point to Point technology is necessary;
 � Optical Line Terminals will be dimensioned where support of subscribers connected to the
 network over GPON technology is necessary.
 After the information is collected and the stated assumption takes place, dimensioning the number
 of required equipment in Access Nodes is calculated in these steps:
 1) Calculation of the average throughput per port utilized by subscribers of voice services and
 the average throughput per port utilized by the subscribers of data services for each
 network component;
 2) Calculation of number of subscriber and trunking ports needed at each Access Node
 location, using the calculated throughputs to estimate the demand of traffic through the
 mentioned ports;
 3) Determination of network element’s main unit type (chassis) for each Access Node location
 depending on the number of subscriber and trunking cards needed at each Access Node
 location;
 6.5.1. Calculation of average throughput of Access Node network
 elements
 Average throughput per ports utilized by the subscribers of voice services based on network
 demand calculation is calculated using the following formula:
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 (2)
 Where,
 NCmERL - Average throughput per port for each network component (NC);
 rV - Total realized services volume;
 AVGBHTr / - Busy Hour to Average Hour traffic ratio. This factor shows the proportion of busy
 and average traffic. S
 NCRF - Average utilization of network component. See formula (4);
 lN - Volume of equivalent voice lines. See formula (3);
 PPGPONN 2/ - Number of GPON and Point to Point voice subscribers.
 The volume of equivalent voice lines is calculated using the following formula:
 PRAIPRABRAIBRAPOTSPOTSl NmNmNmN ������ (3)
 Where,
 lN - Number of equivalent voice lines;
 POTSN - Number of voice lines;
 BRAN - Number of ISDN-BRA lines;
 PRAN - Number of ISDN-PRA lines;
 1�POTSm - Equivalent voice channels – POTS;
 2�BRAm - Equivalent voice channels - ISDN-BRA;
 30�PRAm - Equivalent voice channels - ISDN-PRA.
 The average utilization of network component is calculated using the following formula:
 r
 twNC V
 VRF �
 (4)
 Where,
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 twV - Total weighted voice service volume on network component;
 rV - Total realized voice service volume;
 NCRF - Average utilization of network component.
 The total weighted service volumes for each network component are calculated using the following
 formula:
 � ��n
 i
 iitw RFVV
 (5)
 Where,
 twV - Total weighted voice services volume on network component;
 iV - Service volume of i -voice service;
 RF - Routing factor of i voice service defined for particular network component. See Table
 5;
 i - Voice service;
 n - Number of voice services.
 The average throughput per ports utilized by subscribers of data services based on average
 throughputs and overbooking factors is calculated using the following formula:
 60602436510242
 // ���
 ���
 ��x
 xAVGBHTxsKbitX S
 PFrVT
 (6)
 Where,
 sKbitXT /� - Average data throughput per port;
 xV - Data service x annual data traffic;
 xS - Total amount of x services;
 xPF - Priority factor for x service;
 AVGBHTr / - Busy Hour to Average Hour traffic ratio. This factor shows proportion of busy and
 average traffic.
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 6.5.2. Calculation of number of ports in Access Nodes
 For each Access Node location the number of services y (POTS, xDSL, GPON, P2P) is calculated
 using the following formula:
 y
 ylyportsY V
 SVN
 ���
 (7)
 Where,
 portsYN � - Number of y services;
 lyV - Volume of y services at l access node location;
 yS - Total amount of y users/subscribers;
 yV - Total amount of y services provided at access nodes.
 For each Access Node location the calculation of trunking ports (GE, 10 GE) based on the required
 capacity and technical assumptions (ring structure, redundancy) is done using the following
 formulas:
 � For OLT and Access Ethernet Switches:
 21024
 ���
 � ��� ��
 �IPTVfiberdatafibervoice
 portst
 DDDN
 (8)
 Where,
 fibervoiceD � - Demand from voice services provided over fiber in Mbit/s. It is calculated by
 multiplying the amount of voice services provided over GPON and P2P technologies in
 Access Node location by ratebitVoIP � VoIP channel bit rate (see formula (12));
 fiberdataD � - Demand from data services provided over fiber in Mbit/s. It is calculated using
 formula (13), except number of GPON and P2P services is taken.
 IPTVD - Demand from IPTV services provided over fiber in Mbit/s.
 Demand from IPTV services is calculated using the following formula:
 );min( / channelchannelssKbitIPTVportsIPTVIPTV TNTND ��� �� (9)
 Where,
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 portsIPTVN � - Number of IPTV services present at Access Node location. See formula (7);
 sKbitIPTVT /� - Average throughput of IPTV service. See formula (6);
 channelsN - Maximal amount of channels provided to the subscribers;
 channelT - Average throughput required to show one channel via IPTV.
 � For MSAN:
 21024
 ���
 � ����
 datavoiceportstMSAN
 DDN
 (10)
 Where,
 portstMSANN �� - Number of trunking ports;
 voiceD - Demand from voice services in Mbit/s. See formula (11);
 dataD - Demand from data services in Mbit/s. See formula (13).
 Traffic demand created by voice services is calculated using the following formula:
 102410001�
 ���
 � �
 HAVoIPmERLN
 D ratebitANlvoice
 (11)
 Where,
 lN - Number of lines in the access node location. See formula (3);
 HA - Headroom allowance;
 ANmERL - Average throughput of Access Node ports. See formula (2);
 ratebitVoIP � - VoIP channel bit rate.
 The bit rate depends on codec used and is calculated using the following formula:
 10008
 )( ��������� PFPPSPLSETHRTPUDPIPVoIP ratebit
 (12)
 Where,
 IP - IP header (bytes);
 UDP - UDP header (bytes);
 RTP - RTP header (bytes);
 ETH - Ethernet header (bytes);
 PLS - Voice payload size (bytes) – VoIP codec related value;
 PPS - Packets per second (packets) – codec bit rate related value;
 PF - Priority factor.
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 Traffic demand created by data services is calculated using the following formula:
 HA
 TNN
 T
 D i
 sKbitiixDSL
 xIASsKbitX
 data
 )1024
 ()(1024
 )(3
 1
 /
 3
 1/
 ��
 �
 ��� �
 ���
 �
 �
 (13)
 Where,
 sKbitXT /� - Throughput of x data service. See formula (6);
 IAS� - Proportion of x data services out of all Internet Access services;
 xDSLN - Number of xDSL services at the access node location. See formula (7);
 sKbitiT /� - Throughput of i line (analog or nx64 or 2Mbit/s);
 HA - Headroom allowance for ports;
 iN - Number of leased i lines. See formula (36).
 6.5.3. Determination of unit types (chassis) of network elements in
 Access Node
 For each Access Node location, determine MSAN main unit type (chassis) based on the calculated
 required capacity of subscriber and trunking cards.
 Main unit type (chassis) is dimensioned using the following formula:
 �  EDCBMaxAAAAMaxN VSTSubAN
 xType ;;;);;;()( �� (14)
 Where,
 ����
 �
 �
 �
 ��
 ���
 ���
 SubxType
 nx
 nSubxType
 ANxType
 ANSC
 Sub C
 CNNA
 _)(
 1_)1()1(
 ����
 �
 �
 �
 ��
 ���
 ���
 TxType
 nx
 nTxType
 ANxType
 ANTC
 T C
 CNNA
 _)(
 1_)1()1(
 ����
 �
 �
 �
 ��
 ���
 ���
 SxType
 nx
 nSxType
 ANxTypeAN
 S C
 CNVA
 _)(
 1_)1()1(

Page 47
                        

47
 ����
 �
 �
 �
 ��
 ���
 ���
 VxType
 nx
 nVxType
 ANxTypeANL
 V C
 CNBHCAA
 _)(
 1_)1()1(
 ��
 ���
 ������� �
 �
 ���� 0;1;_)1(_)(
 1_)1()1( SubxTypeSubxTypeSub
 nx
 nSubxType
 ANxType
 ANSC CCACNNifB
 ��
 ���
 ������� �
 �
 ���� 0;1;_)1(_)(
 1_)1()1( TxTypeTxTypeT
 nx
 nTxType
 ANxType
 ANTC CCACNNifC
 ��
 ���
 ������� �
 �
 ���� 0;1;_)1(_)(
 1_)1()1( SxTypeSxTypeS
 nx
 nSxType
 ANxTypeAN CCACNVifD
 ��
 ���
 ������� �
 �
 ���� 0;1;_)1(_)(
 1_)1()1( VxTypeVxTypeV
 nx
 nVxType
 ANxTypeANL CCACNBHCAifE
 Where, AN
 xTypeN )( - Volume of network element’s at Access Node chassis Type x, where x for MSAN =
 {1, 2, 3, 4, 5} and for OLT and Access Ethernet Switch = {1, 2, 3}; ANSCN - Number of subscriber cards at Access Node location. See formula (17);
 ANTCN - Number of trunking cards at Access Node location. See formula (18);
 ANV - Volume of traffic to be handled by network element in Access Node location defined
 in Mbit/s. The value is retrieved by summing dataD and voiceD values. See formulas (11) and (13);
 ANLBHCA - Volume of voice service defined in BHCA. See formula (19);
 SubxTypeC _)( - Capacity of network element’s chassis Type x, defined in volume of subscriber cards;
 TxTypeC _)(
 - Capacity of network element’s chassis Type x, defined in volume of trunking cards;
 SxTypeC _)(
 - Switching capacity of network element’s chassis Type x, defined in Mbit/s;
 VxTypeC _)(- Voice processing capacity of network element’s chassis Type x, defined in
 BHCA.
 For OLT and Access Ethernet Switches, the main unit types are estimated without including the
 EDAA VS ;;; parts of the formula.
 Calculation of the required subscriber cards per Access Node location is done using the following
 formulas:
 � For OLT:
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 ���
 �
 ���
 �
 ��������
 SCportsGPON
 portstvGPONportsiGPONportsvGPONportstOLT CSplitHA
 NNNN
 /
 );;max(
 (15)
 Where,
 portsYN � - Number of y services (voice, internet access and IPTV) provided over GPON
 technology. See formula (7);
 HA - Headroom allowance for ports;
 Split - Split ratio of the GPON fiber;
 SCportsGPONC /� - Capacity of ports in subscriber card.
 � For Access Ethernet Switch:
 ���
 �
 ��
 �
 ������
 ��� �
 SCportsPP
 portstvPPportsiPPportsvPP
 iportstAETH CHA
 NNNN
 /2
 2222
 1
 );;max(
 (16)
 Where,
 portsYN � - Number of y services (voice, internet access and IPTV) provided over Point-to-
 Point technology. See formula (7);
 HA - Headroom allowance for ports;
 SCportsPPC /2 � - Capacity of ports in subscriber card.
 � For MSAN:
 �� �
 �
 ���
 �
 ��
 5
 1 /i SCportsy
 portsyANSC CHA
 NN
 (17)
 Where, ANSCN - Volume of subscriber cards;
 SCportsyC /� - Capacity of y services/ports in subscriber card;
 portsyN � - Number of y services at access node location. See formula (7); y - POTS, xDSL services;
 HA - Headroom allowance for y services.
 Calculation of the required trunking cards per Access Node location is done using the following
 formula:
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 ���
 ��
 �
 �
 TCportst
 portstANTC C
 NN
 /
 (18)
 Where, AN
 TCN - Number of trunking cards;
 portstN � - Number of trunking ports in Access Node location. See formula (10) and (8) depending on the network element present in the AN;
 TCportstC /� - Capacity of trunking ports in trunking card.
 Voice busy hour call attempts at Access Node location is calculated using the following formula:
 HAABHCAN
 BHCA ANlANL
 ��
 (19)
 Where,
 ANLBHCA - Busy hour call attempts at Access Node location;
 - Number of lines in the access node location. See formula (3);
 - Headroom allowance for voice processing elements;
 ANABHCA - Average busy hour call attempts per port for in Access Node (AN). See formula (20).
 NCABHCA is calculated using the following formula:
 243651/
 �
 ��
 �
 �� r
 ll
 AVGBHTrNC
 RNR
 rVABHCA
 (20)
 Where,
 NCABHCA - Average BHCA per port for each network component (NC);
 - Total realized services volume;
 - Busy Hour to Average Hour traffic ratio.
 rR - Ratio of unsuccessful call attempts to total call attempts;
 - Number of lines in the access node location. See formula (3);
 lR - Average call length.
 From the traffic-related costs only Access Node equipment costs, which would be avoided in the
 absence of a service being provided, should be allocated to the relevant increment, excluding
 subscriber’s access cards for call termination and origination.
 lN
 HA
 rV
 AVGBHTr /
 lN
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 6.6. Dimensioning transit network
 Transit node can be calculated in as-is state (scorched node) or optimize state (scorched earth). In
 as-is state (scorched node) Transit IP routers will replace Transit Exchanges at the existing
 locations. In optimized state (scorched earth) Edge Switches will be located in the main city of Dial-
 up Zones (TO). However, the following calculation formulas apply in dimensioning using both
 approaches – scorched earth and node.
 In order to dimension Transit nodes, the following assumptions have to be taken:
 � Locate Core IP routers in the main city of Transit Zones (scorched node) or in Dial-up
 Zones (scorched earth).
 � Assign Edge Switches to Transit Zones.
 After an assumption takes place, dimensioning the number of the required Core IP routers is
 calculated in these steps:
 1) Calculation of required number of ports for each Core IP router. See formula (21)
 2) Calculation of volume of IC traffic for each Core IP router and MGW, based on services
 traffic volume and routing factors. See formula (42) where voice IC traffic is estimated in
 erlangs and formula (23) where data traffic is dimensioned in the amount of GE ports
 3) Determination of main unit (chassis) types of each MGWs based on the number and
 required capacity IC ports. See formula (39)
 4) Calculation of number of expansion cards (E1, STM-1, GE) for each MGW. See formulas
 (40) - (47)
 5) Determination of main unit (chassis) types for each Core IP router based on the number of
 ports and the required capacity. See formula (48)
 6) Calculation of number of expansion cards (GE, 10 GE, routing expansion, management) for
 each Core IP router. See formulas (51) - (52)
 6.6.1. Calculation of number of ports of Core IP router There are two types of ports in Core IP routers: 10GE short range and 10GE long range.
 Therefore, the total amount of required ports is the sum of 10GE ports for TN location. It is
 calculated using the following formula:
 TNLRGE
 TNSRGE
 TN NNGE �� �� 101010 (21)
 Where,
 TNGE10 - Total required number of 10GE ports in Core IP router at TN location;
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 TNLRGEN �
 10 - Number of long range 10GE ports in TN location. See formula (28);
 TNSRGEN �
 10 - Number of short range 10GE ports in TN location. See formula (22).
 a) Calculation of 10GE short range ports:
 The number of required of 10GE short range ports in TN location is calculated using the following
 formula:
 ��
 � ��� ���
 HA
 GEGEGEN CESTNmgwpeeringTNTNSR
 GE10 (22)
 Where,
 peeringTNGE � - Number of GE interfaces used in TN for transferring data to peering points.
 See formula (23);
 TNmgwGE � - Number of GE interfaces required for MGW for IC traffic handling. See formula
 (38);
 HA - Headroom allowance of IP router trunking cards;
 CESGE - Number of GE interfaces present at Core Ethernet switching network connected to TN location. See formula (27).
 Number of GE interfaces used for data transfer to peering points is calculated using the following
 formula:
 � � NCWIANCATMLLSTMpeeringTN RFVRFVVGE ����� �� �� )( (23)
 Where,
 NCRF - Average utilization of the appropriate network component. See formula (4);
 LLSTMV � - Volume of traffic from high speed leased lines in Gbit/s. See formula (24);
 IAV - Volume of services at TN location. See formula (26);
 ATMV - Volume of traffic from ATM/Ethernet data transmission services in Gbit/s. See formula (24).
 Volumes of traffic of the mentioned services are calculated using the following formula:
 2/
 / 1024sKbitxserviceTx
 ATMLLSTM
 TVV ��
 �
 ��
 (24)
 Where,
 sKbitxT /� - Average throughput per port of appropriate data service in Kbit/s. See formula (6);
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 serviceTxV � - Volume of services (STM-LL or ATM) provided at LN location.
 The services volume is calculated using the following formula:
 inputserviceTxtotalinputserviceTxtotalservicetotalinputserviceTx
 inputserciceTxserviceTx VVS
 V
 VroundV __
 _
 _ )0;)(( ������
 �� ���� �
 (25)
 Where,
 inputserciceTxV .� - Volume of services (STM-LL or ATM) provided at TN location (input data);
 totalinputserciceTxV �� . - Total volume of services (STM-LL or ATM) provided at TN location (input data);
 totalserviceS � - Total amount of service (STM-LL or ATM) subscribers (input data).
 Volumes of inputserciceTxV .� , totalinputserciceTxV �� . and totalserviceS � will be gathered via questionnaire from the
 operator.
 Volume of Wholesale Internet Access services traffic outgoing the network ( WIAV ) is calculated
 using the following formula:
 2/
 1024)( IPPOIIAsKbitxservicetoIA
 WIA
 NTV ���� ���
 ���
 (26)
 Where,
 servicetoIA ��� - Proportion of internet access services to wholesale subscribers;
 sKbitxT /� - Average throughput per port of appropriate data service. See formula (6);
 IAN - Number of Internet Access services present at TN location;
 IPPOI�� - Proportion of POI traffic outgoing at IP routers level.
 The number of short range GE interfaces required for Core Ethernet switch connected to TN
 location is calculated using the following formula:
 ��
 ��
 � �
 10HAV
 GE IPETHCES
 (27)
 Where,
 IPETHV � - Traffic incoming from Ethernet switching layer to Transit Nodes. This traffic is
 calculated by summing the volume of traffic incoming into Ethernet Switches minus the
 volume of traffic which is outgoing from the Ethernet switch layer;
 HA - Headroom allowance of Ethernet switches trunking cards.
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 b) Calculation of 10GE long range ports:
 The number of required of 10GE long range ports in TN location is calculated using the following
 formula:
 210
 10 ���
 �� ��
 HAGE
 N TNTNTNLRGE
 (28)
 Where,
 HA - Headroom allowance of IP router trunking cards;
 TNTNGE �10 - Number of 10GE ports required in TN location to handle traffic generated by voice and data services.
 The number of required 10GE ports in TN location to transfer data between Transit Nodes is
 calculated using the following formula:
 ��
 � �� ��
 � 1010 __ dataTNTNvoiceTNTN
 TNTN
 VVGE
 (29)
 Where,
 voiceTNTNV _� - Volume of traffic generated by voice services and traveling through TN. It is
 calculated using formula (30);
 dataTNTNV _� - Volume of traffic generated by data services and traveling through TN. It is
 calculated using formula (31).
 Traffic generated by voice services is calculated using the following formula:
 22/
 _ 10241000
 )(
 �
 ���� � �
 �TNratebitPPGPONl
 voiceTNTN
 mERLVoIPNNV
 (30)
 Where,
 lN - Number of voice lines equivalent. See formula (3);
 PPGPONN 2/ - Number of GPON and Point to Point voice subscribers;
 ratebitVoIP � - VoIP channel bit rate. See formula (12);
 TNLNmERL � - Average throughput per port for appropriate network component (NC). In this
 case for LN-TN network component. See formula (2).
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 Traffic generated by data services in Gbit/s going from LN location to other LN location ( dataTNTNV _�
 ) is calculated by the following formula:
 NCIANCATMLLSTMLLdataTNTN RFVRFVVVV ������ ��� �� )())()(( )64(_ (31)
 Where,
 NCRF - Average utilization of appropriate network component. See formula (4);
 )64(LLV - Volume of traffic from leased lines (analog, 2mb and nx64 leased lines) present at
 LN location. See formula (34);
 ATMLLSTM VV �� - Volumes of traffic of STM-LL (high speed leased lines in Gbit/s) and ATM
 (ATM/Ethernet data transmission services in Gbit/s) services present at LN location. See
 formula (24);
 IAV - Volume of Internet Access services traffic in Gbit/s present at TN location. See
 formula (32).
 Volume of Internet Access services traffic ( IAV ) is calculated using the following formula:
 � ��� wholesaleessbulresidentiaIA VVVV sin (32)
 Where,
 lresidentiaV - Volume of traffic generated by internet access services for residents;
 essbuV sin - Volume of traffic generated by internet access services for businesses;
 wholesaleV - Volume of traffic generated by internet access services for wholesale.
 These internet access service volumes are calculated using the following formula:
 IAsKbitxservicetoxDslaccessernet NTV ��� ��� /_int � (33)
 Where,
 accessernetV _int - Volume of traffic generated by internet access services for residents,
 businesses or wholesale;
 servicetoxDsl ��� - Proportion of Internet Access services provided for appropriate user
 (resident, business, wholesale);
 sKbitxT /� - Average throughput per port of appropriate data service. See formula (6);

Page 55
                        

55
 IAN - Number of Internet Access services at TN location.
 The volume of traffic aggregated from leased lines is calculated using the following formula:
 � ��� )( 264log)64( mbnxanaLL VVVV
 (34)
 Where,
 iV - Volume of traffic coming from i lines (analog, nx64 or 2mb). See formula (35).
 This volume is calculated using the following formula:
 2/
 1024sKbitii
 i
 TNV ���
 (35)
 Where,
 sKbitiT /� - Average throughput per port of appropriate data service;
 iN - Number of leased i lines (analog, nx64 or 2mb) present at TN location. See formula (36).
 The number of leased lines present at LN location is calculated using the following formula:
 limlim )0;1;)(( preipreiSLLi NRankNSifN ��� ���� � (36)
 Where,
 SLLS � - Total amount of leased lines service provided by the operator (input parameter);
 Rank - Rank of the lN lines (see formula (3)) present at TN location with leased lines services;
 limpreiN � - Preliminary amount of leased lines service present at TN location. See formula (37).
 Amounts of leased lines will be gathered from operator via questionnaire.
 The preliminary amount of leased lines at TN location is calculated using the following formula:
 SLLl
 lPoPprei S
 NN
 NRankifN �� ���� � �)0;1;(lim
 (37)
 Where,
 Rank - Rank of the lN lines (see formula (3)) present at TN location with leased lines services;
 PoPN - Number of TN locations with leased lines services;
 SLLS � - Total amount of leased lines service provided by the operator;
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 lN - Number of voice lines equivalent present at TN location with leased lines services. See formula (3).
 6.6.2. Calculation of IC ports of MGW For each MGW calculate the required number of IC ports.
 The number of GE interfaces is calculated using the following formula:
 ��
 � �� ��
 � 21024ratebitTNAN
 TNmgw
 VoIPERLGE
 (38)
 Where,
 TNmgwGE � - Number of GE interfaces required for MGW for IC traffic handling;
 TNANERL � - Traffic from TN to POI in erlangs. See formula (42);
 ratebitVoIP � - VoIP channel bit rate. See formula (12).
 6.6.2.1. Determination of MGW main units
 For each MGW the main unit (chassis) type based on IC ports number and the required capacity is
 determined. Chassis type and amount is determined using the following formula:
 ����
 �
 �
 ��
 ��
 �
 �
 yCSC
 i
 MGWxtype
 yMGWC C
 NN
 4
 1
 )(
 (39)
 Where,
 yMGWCN � - Number of y type chassis;
 yCSCC � - Slot capacity of y type chassis;
 MGWxtypeN � - Number of x type cards;
 x - Type of expansion card for MGW chassis, out of four types;
 y - Type of chassis out of two types.
 6.6.2.2. Calculation of expansion cards of MGWs
 For each MGW calculate volume of expansion cards (E1, STM-1, GE). There are 5 types of
 trunking/expansion cards which support different interfaces and voice processing card. Below
 formulas for dimensioning of each Type of cards are provided.
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 a) Dimensioning of MGW expansion cards Type 1:
 )0;
 1
 max(1
 121
 1Type
 TypeMGWType
 POIEpoimgw
 MGWType C
 CNHA
 E
 N��
 �
 �
 �� �
 (40)
 Where,
 MGWTypeN 1 - Number of Type 1 MGW trunking cards;
 - Headroom allowance for media gateway trunking cards;
 1TypeC - Capacity of Type 1 trunking card measured in E1 interfaces;
 POIE �1� - Proportion of E1 interfaces joining MGW and POI;
 poimgwE �1 - Number of E1 interfaces connecting MGW and POI. This element is calculated in formula (41);
 MGWTypeN 2 - Number of Type 2 MGW trunking cards. See formula (43).
 The number of E1 interfaces ( poimgwE �1 ) is calculated using the following formula:
 linkmbit
 MGWLNpoimgw C
 ERLE
 �
 �� �
 2
 1 (41)
 Where,
 linkmbitC �2 - Capacity of 2Mbit/s link in Erlangs;
 MGWTNERL � - Traffic in erlangs between TN and MGW. See formula (42).
 This traffic is calculated using the following formula:
 1000)( 2/ NCPPGPONNCl
 NC
 mERLNNERL
 ��� �
 (42)
 Where,
 NCERL - Volume of traffic in ERL between appropriate network components;
 NClN � - Number of lines equivalent (see formula (3)) incoming from MSANs to TN;
 NCmERL - Average throughput of the appropriate network component. See formula (2);
 PPGPONN 2/ - Number of GPON and Point to Point lines.
 b) Dimensioning of MGW expansion cards Type 2:
 HA
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 )1;1
 ( 121
 2 TypeTypePOIEpoimgwMGW
 Type CCAHA
 EifAN ���
 ��� �� �
 (43)
 Where,
 ���
 �
 �
 �
 �� ��
 2
 11
 Type
 POIEpoimgw
 CHA
 EA
 �
 ;
 poimgwE �1 - Number of E1 interfaces connecting MGW and POI. See formula (41);
 POIE �1� - Proportion of E1 interfaces joining MGW and POI;
 2TypeC - Capacity of Type 2 trunking card measured in E1 interfaces;
 - Headroom allowance for media gateway trunking cards.
 c) Dimensioning of MGW expansion cards Type 3:
 ���
 �
 ��
 ��
 �
 ��
 13
 13
 1
 STMPOIType
 POISTMpoimgwMGWType CCHA
 EN
 �
 (44)
 Where, MGWTypeN 3 - Number of Type 3 MGW trunking cards, rounded up to the nearest integer;
 poimgwE �1 - Number of E1 interfaces connecting MGW and POI. See formula (41);
 POISTM �1� - Proportion of STM-1 interface joining MGW and POI;
 - Headroom allowance for media gateway trunking cards;
 3TypeC - Capacity of Type 3 trunking card measured in STM-1 interfaces;
 1STMPOIC � - Capacity of SMT-1 interfaces in POI measured in E1 interfaces.
 d) Dimensioning of MGW expansion cards Type 4:
 ���
 �
 ��
 ��
 �
 ��
 44
 44
 1
 STMPOIType
 POISTMpoimgwMGWType CCHA
 EN
 �
 (45)
 Where, MGWTypeN 4 - Number of Type 4 MGW trunking cards;
 poimgwE �1 - Number of E1 interfaces connecting MGW and POI. See formula (41);
 POISTM �4� - Proportion of STM-4 interface joining MGW and POI;
 - Headroom allowance for media gateway trunking cards;
 4TypeC - Capacity of Type 4 trunking card measured in STM-4 interfaces;
 4STMPOIC � - Capacity of SMT-4 interfaces in POI measured in E1 interfaces.
 HA
 HA
 HA
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 e) Dimensioning of MGW expansion cards to support GE interfaces:
 ��
 ��
 �
 �
 cardGE
 TNmgwMGWGE C
 GEN
 (46)
 Where, MGWGEN - Number of GE MGW trunking cards in MGW;
 cardGEC � - Capacity of GE trunking card measured in GE interfaces;
 TNmgwGE � - Number of GE interfaces connecting MGW with LN or TN, rounded up to
 integer. See formula (38).
 f) Dimensioning of MGW voice processing cards:
 ��
 �
 ��
 VP
 NCMGWVP CHA
 ERLN
 (47)
 Where,
 VPC - Capacity of voice processing card to handle erlangs;
 NCERL - Volume of traffic in ERL between appropriate network components. See formula
 (42);
 - Headroom allowance for media gateway switching cards.
 6.6.1. Determination of main unit types of Core IP router
 For each Core IP router the main unit (chassis) type based on the number of ports and the
 required capacity is determined. The amount of each chassis is calculated using the following
 formula:
 ��
 ��
 �
 �� Core
 xCSC
 CorexSC
 corexType CN
 N _
 (48)
 Where,
 corexTypeN _� - Number of x chassis/main units of Core IP routers required at Transit Node
 location;
 CorexCSCC � - Capacity of x type chassis in amount of slots for x type of switching cards;
 CorexSCN � - Number of x type switching cards present at TN location.
 HA
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 It is assumed that there are two types of switching cards. The number of first type switching cards
 present at each TN location is calculated using the following formula:
 � );0max(1
 1 CoreSC
 CoreSC C
 BAN
 ��
 ��
 (49)
 Where,
 CoreSCC 1� - Capacity of the Type 1 switching card in Gbit/s;
 A - Sum of all the traffic going through the Core IP router in Transit Node location in Gbit/s
 divided by headroom allowance (HA). It consists of traffic outgoing to MGW and peering
 points as well as voice and data traffic between TNs and the outgoing traffic to Local Node
 locations;
 CoreSC
 CoreSC CNB 22 �� �� - Multiplication of the number of Type 2 subscriber cards (
 CoreSCN 2� - See
 formula (50)) present at TN location and their capacity (CoreSCC 2� ) in Gbit/s.
 The number of the second type switching cards present at each TN location is calculated using the
 following formula:
 �  ��
 ��
 ���� ���
 �� 0;1;);mod( 112
 22
 CoreCSC
 CoreSC
 CoreSCCore
 SC
 CoreSC CCCAif
 CA
 N
 (50)
 Where,
 CoreSCC 1� - Capacity of the Type 1 switching card in Gbit/s;
 CoreSCC 1� - Capacity of the Type 2 switching card in Gbit/s;
 CoreCSCC 1� - Capacity of the Type 1main unit (chassis) to fit Type 1 switching cards;
 A - Sum of all the traffic going through the Core IP router in Transit Node location in Gbit/s
 divided by headroom allowance (HA). All traffic consists of traffic outgoing to MGW and
 peering points as well as voice and data traffic between TNs and the outgoing traffic to
 Local Node locations.
 6.6.2. Calculation of Core IP router expansion cards It is assumed that there are two types of expansion cards.
 The number of Type 1 expansion cards in Core IP router at TN location is calculated using the
 following formula:

Page 61
                        

61
 CoreTypecoreType
 GECoreTrunking CNN 1_1
 10_1 ��� ��
 (51)
 Where,
 GECoreTrunkingN 10_
 1� - Number of Type 1 trunking cards present at TN location;
 CoreTypeC 1� - Capacity of the Type 1 main unit (chassis) in number of slots to put trunking cards
 in;
 coreTypeN _1� - Number of Type 1 main units (chassis) present at TN location. See formula
 (48).
 Number of Type 2 expansion cards in Core IP router at TN location is calculated using the
 following formula:
 ���
 � ���
 �
 ��� GECore
 Trunking
 GECoreTrunking
 GECoreTrunking
 TNGECore
 Trunking C
 CNGEN
 10_2
 10_1
 10_110_
 2
 10
 (52)
 Where,
 GECoreTrunkingN 10_
 2� - Number of Type 2 trunking cards present at TN location;
 TNGE10 - Total required number of 10GE ports in Core IP router at TN location. See
 formula (21);
 GECoreTrunkingC 10_
 1� - Capacity of Core IP router’s Trunking card Type 1 in number of Xenpack slots;
 GECoreTrunkingC 10_
 2� - Capacity of Core IP router’s Trunking card Type 2 in number of Xenpack slots;
 GECoreTrunkingN 10_
 1� - Number of Type 1 trunking cards present at TN location. See formula (51).
 6.7. Dimensioning the transmission network
 The approach we take to dimension the transmission network is similar to that taken for the Access
 Nodes in the following respects:
 � It uses billed minutes and data traffic as the starting point;
 � It incorporates holding times and an allowance for growth;
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 � It uses routing factors to determine the intensity with which each network element is used.
 See Table 5. Routing factors;
 � It dimensions the network for the same busy hour as the Access Node’s network;
 � It then adjusts this capacity to allow for flows between nodes and to provide resilience.
 The main assumptions of dimensioning the Transmission Network are:
 1. Architecture of transmission network
 For the purpose of network dimensioning we will define three levels of transmission network:
 � Local level – covering the part of transmission network between Access Nodes and Edge
 Ethernet Switch. In each Local Zone all Access Nodes will be connected to Edge Ethernet
 Switches which concentrate traffic from those Access Nodes.
 � Transit 1 level – covering the part of transmission network between Edge Ethernet
 Switches, Aggregation Edge Ethernet switches and Core Ethernet Switches. In each
 Transit Zone all Edge Ethernet Switches concentrating traffic from Local Zones are
 connected to the Core Ethernet Switches which concentrates traffic from whole Transit
 Zone.
 � Transit 2 level - covering the part of transmission network between Core Ethernet Switches.
 All Core Ethernet Switches concentrating traffic towards Core IP routers in Transit Zones
 are connected to each other.
 2. Technology of transmission network
 The total capacity required on each transmission route can be allocated over Gigabit Ethernet or
 10 Gigabit Ethernet transmission link. In such a network, we would expect lower capacity links in
 the lower part of the network and higher capacity links in the higher part (core part) of the network.
 As with the utilization rates for the switches, we would expect lower utilization rates for the
 transmission network elements lower down in the network architecture.
 3. The treatment of non-voice traffic
 The provision of transmission requires an investment in infrastructure, much of which is shared
 between the varieties of services. If the entire investment was borne by the voice services, the
 charge would be too high. We achieve this cost sharing in part by dimensioning the transmission
 network for both voice and data traffic. A number of networks use the transmission system such as
 leased line, public data networks and special service networks introduced to meet specialized
 demands of customers.
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 A detailed description of transmission network elements dimensioning is presented below.
 6.7.1. Local level
 Dimensioning of the Local (Edge) Ethernet switching network is done in the following steps:
 � Access Node’s equipment has Ethernet interfaces for backhaul purposes;
 � Access Nodes are connected with Ethernet rings to Edge Ethernet switch which is located
 at the location of Local Exchange (scorched node approach) or in the previous location of
 the Local/Primary Exchange (scorched earth approach).
 Figure 11: Local nodes according scorched node and scorched earth approaches.
 � Volume and capacity of Ethernet rings will be calculated based on the traffic volume
 generated by Access Nodes;
 � Ethernet switch main unit (chassis) and expansion cards (GE, 10GE) volume will be
 calculated based on rings volume and capacity.
 Dimensioning Edge Ethernet switching network is calculated in these steps:
 1. For each Edge Ethernet switch determine the main unit (chassis) type;
 2. Calculate the volume of expansion cards (GE, 10 GE, switching cards) for each Edge
 Ethernet switch.
 6.7.1.1. Determination of Edge Ethernet switch main unit types
 The main unit (chassis) type of Edge Ethernet switch is determined based on the required
 capacity. It is assumed that there are 3 Types of chassis and calculations are provided below.
 a) Dimensioning of Ethernet Switches chassis Type 3:
 MSAN
 Local IP router
 MSANMSAN
 Edge ETH switch
 Local node
 Local level - local nodes scorched node approach Local level – local nodes scorched ear th approach
 MSAN MSANMSAN
 Edge ETH switch
 Local IP router
 Edge ETH switch
 Local node
 Edge ETH switch Edge ETH switch
 OLT
 OLT
 AETH
 AETH
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 �  CBMaxAN ETHType ;_3 ��� (53)
 Where,
 ��
 �
 �
 ��
 �
 �
 ���
 �
 �
 ���
 �
 �
 �
 SETHType
 S
 TETHType
 T
 CN
 CN
 MAXA__3__3
 ;
 �  0;1;__2__3 TETHTypeTETHTypeT CCANifB ����
 �  0;1;__2__3 SETHTypeSETHTypeS CCANifC ����
 Where,
 ETHTypeN _3� - Number of Ethernet Switch chassis Type 3;
 TN - Sum of Type 1, Type 2, Type 3 and Type 4 trunking cards with 1/10 GE interfaces.
 See formulas (57) - (60);
 SN - Sum of switching cards. See formula (56);
 TETHTypeC __3
 - Capacity of Ethernet Switch chassis Type 3, defined in volume of 1/10 GE
 cards;
 TETHTypeC __2
 - Capacity of Ethernet Switch chassis Type 2, defined in volume of 1/10 GE
 cards;
 SETHTypeC __3
 - Capacity of Ethernet Switch chassis Type 3, defined in volume of switching
 cards;
 SETHTypeC __2
 - Capacity of Ethernet Switch chassis Type 2, defined in volume of switching
 cards.
 b) Dimensioning of Ethernet Switches chassis Type 2:
 �  CBMAXAN ETHType ;_2 ��� (54)
 Where,
 ��
 �
 �
 ��
 �
 �
 ���
 �
 �
 ��
 ���
 �
 �
 ��� ��
 SETHType
 SETHTypeETHTypeS
 TETHType
 TETHTypeETHTypeT
 C
 CNN
 C
 CNNMAXA
 __2
 __3_3
 __2
 __3_3 ;
 �  0;1;3 __1__2__3 TETHTypeTETHTypeTETHTypeETHT CCACTypeNifB ������
 �  0;1;3 __1__2__3 SETHTypeSETHTypeSETHTypeETHS CCACTypeNifC ������
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 Where,
 ETHTypeN _2� - Number of Ethernet Switch chassis Type 2;
 ETHTypeN _3� - Number of Ethernet Switch chassis Type 3. See formula (53);
 TN - Sum of Type 1, Type 2, Type 3 and Type 4 trunking cards with 1/10 GE interfaces.
 See formulas (57) - (60);
 SN - Sum of switching cards. See formula (56);
 TETHTypeC __3
 - Capacity of Ethernet Switch chassis Type 3, defined in volume of 1/10 GE
 cards;
 TETHTypeC __2
 - Capacity of Ethernet Switch chassis Type 2, defined in volume of 1/10 GE
 cards;
 TETHTypeC __1
 - Capacity of Ethernet Switch chassis Type 1, defined in volume of 1/10 GE
 cards;
 SETHTypeC __3
 - Capacity of Ethernet Switch chassis Type 3, defined in volume of switching
 cards;
 SETHTypeC __2
 - Capacity of Ethernet Switch chassis Type 2, defined in volume of switching
 cards;
 SETHTypeC __1
 - Capacity of Ethernet Switch chassis Type 1, defined in volume of switching
 cards.
 c) Dimensioning of Ethernet Switches chassis Type 1:
 �  BAMAXN ETHType ;;0_1 �� (55)
 Where,
 ���
 � ����� ��
 TETHType
 TETHTypeETHTypeTETHTypeETHTypeT
 C
 CNCNNA
 __1
 __2_2__3_3
 ���
 � ����� ��
 SETHType
 SETHTypeETHTypeSETHTypeETHTypeS
 C
 CNCNNB
 __1
 __2_2__3_3
 Where,
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 ETHTypeN _1� - Number of Ethernet Switch chassis Type 1;
 ETHTypeN _3� - Number of Ethernet Switch chassis Type 3. See formula (53);
 ETHTypeN _2� - Number of Ethernet Switch chassis Type 2. See formula (54);
 TN - Sum of Type 1, Type 2, Type 3 and Type 4 trunking cards with 1/10 GE interfaces.
 See formulas (57) - (60);
 SN - Sum of switching cards. See formula (56);
 TETHTypeC __3
 - Capacity of Ethernet Switch chassis Type 3, defined in volume of 1/10 GE
 cards;
 TETHTypeC __2
 - Capacity of Ethernet Switch chassis Type 2, defined in volume of 1/10 GE
 cards;
 TETHTypeC __1
 - Capacity of Ethernet Switch chassis Type 1, defined in volume of 1/10 GE
 cards;
 SETHTypeC __3
 - Capacity of Ethernet Switch chassis Type 3, defined in volume of switching
 cards;
 SETHTypeC __2
 - Capacity of Ethernet Switch chassis Type 2, defined in volume of switching
 cards;
 SETHTypeC __1
 - Capacity of Ethernet Switch chassis Type 1, defined in volume of switching
 cards.
 6.7.1.2. Calculation of expansion cards of Edge Ethernet switch
 Calculation of volume of expansion cards (GE, 10 GE, switching cards) for each Edge Ethernet
 switch is based on the volume of traffic and the required amount of 1-10GE ports.
 a) Dimensioning of Ethernet Switches Switching cards:
 ��
 �
 ��
 ETHSC
 TrS CHA
 VN
 (56)
 Where,
 ETHSCC - Capacity of Ethernet switching card in Gbit/s;
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 TrV - Total volume of traffic passing Edge Ethernet switching network. Total traffic consists
 of traffic generated by Access Nodes, high speed leased lines, data traffic outgoing to POI,
 traffic going to Core Ethernet Switches;
 - Headroom allowance for Ethernet switch switching cards.
 b) Dimensioning of Ethernet Switches Type 2 1GE cards:
 ��
 �
 �
 ��
 �
 ���
 ���
 �
 �
 ��
 ���
 �
 �
 ��
 � 0;1;1
 11
 1_11_21_21_2
 12 GETypeGEType
 GEType
 EdgeETHEdgeETH
 GEType
 EdgeETHGEETH
 Type CCCGE
 GEifCGE
 N
 (57)
 Where,
 GEETHTypeN 1
 2�� - Number of Type 2 1GE cards;
 GETypeC 1_1 - Capacity of Type 1 1GE cards, defined in 1GE interfaces;
 GETypeC 1_2 - Capacity of Type 2 1GE cards, defined in 1GE interfaces; EdgeETHGE1 - Required volume of 1GE ports. See formula (61).
 c) Dimensioning of Ethernet Switches Type 1 1GE cards:
 ���
 � ���
 ���
 �GEType
 GETypeGEETH
 TypeEdgeETH
 GEETHType C
 CNGEN
 1_1
 1_2121
 1
 1
 (58)
 Where,
 GEETHTypeN 1
 1�� - Number of Type 1 1GE cards;
 GEETHTypeN 1
 2�� - Number of Type 2 1GE cards. See formula (57);
 GETypeC 1_1 - Capacity of Type 1 1GE cards, defined in 1GE interfaces;
 GETypeC 1_2 - Capacity of Type 2 1GE cards, defined in 1GE interfaces; EdgeETHGE1 - Required volume of 1GE ports. See formula (61).
 d) Dimensioning of Ethernet Switches Type 4 10GE card:
 HA
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 ��
 �
 �
 ��
 �
 ���
 ���
 �
 �
 ��
 ���
 �
 �
 ��
 � 0;1;10
 1010
 10_310_410_410_4
 104 GETypeGEType
 GEType
 EdgeETHEdgeETH
 GEType
 EdgeETHGEETH
 Type CCC
 GEGEif
 CGE
 N
 (59)
 Where,
 GEETHTypeN 10
 4�� - Number of Type 4 10GE cards;
 GETypeC 10_3 - Capacity of Type 3 10GE cards, defined in 10GE interfaces;
 GETypeC 10_4 - Capacity of Type 4 10GE cards, defined in 10GE interfaces; EdgeETHGE10 - Required volume of 10GE ports. See formula (71).
 e) Dimensioning of Ethernet Switches Type 3 10GE cards:
 ���
 � ���
 ���
 �GEType
 GETypeGEETH
 TypeEdgeETH
 GEETHType C
 CNGEN
 10_3
 10_410410
 3
 10
 (60)
 Where,
 GEETHTypeN 10
 3�� - Number of Type 3 10GE cards;
 GEETHTypeN 10
 4�� - Number of Type 4 10GE cards. See formula (59);
 GETypeC 10_3 - Capacity of Type 3 10GE cards, defined in 10GE interfaces;
 GETypeC 10_4 - Capacity of Type 4 10GE cards, defined in 10GE interfaces;
 EdgeETHGE10 - Required volume of 10GE ports. See formula (71).
 6.7.1.3. Calculation of amount of 1GE and 10GE ports
 The amount of 1GE and 10GE ports is calculated in a few steps described below.
 6.7.1.3.1. Calculation of amount of 1GE ports
 Calculation of 1GE ports for each Edge Ethernet location is done using the following formula:
 ��
 � ���� �
 HAbaNN
 GEETHPOI
 ETHservicesLLEdgeETH1
 (61)
 Where,
 a - )0;;1( _ETHETH
 ETHANbackhaulring NNTif ��
 b - )0;;1( _ETHLEIPETHring NTif ��

Page 69
                        

69
 ETHservicesLLN � - Number of GE ports required by the leased line services provided from Edge
 Ethernet switching network. See formula (67).
 ETHPOIN - Number of GE ports required by the POI services provided from Edge Ethernet
 switching network. See formula (68).
 ETHANN - Number of GE ports required at Edge Ethernet switching network to connect ANs.
 See formula (69).
 ETHLEN - Number of GE ports required at Edge Ethernet switching network to transfer traffic
 to Core Ethernet Switches. The number is calculated using formula (62);
 ETHETHN - Number of GE ports required at Edge Ethernet switching network to connect with
 other Edge Ethernet switches. See formula (70)
 For each Edge Ethernet switch calculate volume of traffic aggregated from MSANs’/OLT/AETH
 and, accordingly, determine the number of ports needed for Core Ethernet Switches using the
 following formula:
 );max(_ �
 ��
 � ���
 �
 ����
 IPETHring
 EESringringEESEESinputEESring
 ETHLE T
 NNVNN
 (62)
 Where,
 ETHLEN - Number of ports required to connect Edge and Core switching network;
 IPETHringT �_ - Throughput of the Ethernet ring;
 EESinputV � - Volume of traffic going through Backhaul transmission and Edge Ethernet
 switches. Traffic consists of aggregated: voice services, internet access services, leased
 lines services minus traffic outgoing at POI, provided from ANs and aggregated traffic of
 high speed leased line services provided at Local Node location, with routing factors
 applied;
 ringEESN � - Number of Edge Ethernet switches connected into ring. See formula (66);
 EESringN � - Number of rings connecting Edge Ethernet switches. See formula (63);
 The number of rings connected to Edge Ethernet switches is calculated using the following
 formula:
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 ���
 ��
 �
 ��
 ringEES
 ANringEESring N
 NN
 (63)
 Where,
 ringEESN � - Number of Edge Ethernet switches connected into ring. See formula (66);
 ANringN � - Number of rings connecting ANs. See formula (64).
 The number of rings connecting AN is calculated using the following formula:
 ���
 ��
 ��
 ringAN
 ANANring N
 NN
 (64)
 Where,
 ANN - Number of ANs connected to the LN location;
 ringANN � - Number of ANs connected to a ring at Local Node area. See formula (65).
 The number of ANs connected to a ring at Local Zone is calculated using the following formula:
 ��
 ��
 �
 ��
 �� )(
 _
 ETHANAN
 backhaulringringAN VN
 HATN
 (65)
 Where,
 backhaulringT _ - Backhaul ring’s throughput;
 HA - Headroom allowance for backhaul ring;
 ANN - Number of MSANs/OLT/AETH connected to the LN location;
 ETHANV � - Volume of traffic outgoing to the Ethernet in Gbit/s. This traffic consists of voice,
 internet access and leased lines services, with routing factors applied, provided at AN in
 Local Zone minus traffic outgoing at POI in LN area.
 The number of Edge Ethernet switches connected into ring ( ringEESN � ) is calculated using the
 following formula:
 ���
 �
 �
 ��
 �
 ��
 EESinput
 backhaulringringEES V
 HATN
 (66)
 Where,
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 backhaulringT _ - Backhaul ring’s throughput;
 HA - Headroom allowance for backhaul ring;
 EESinputV � - Volume of traffic going through Backhaul transmission and Edge Ethernet
 switches. Traffic consists of: aggregated voice services, internet access services leased
 lines services minus traffic outgoing at POI, provided from ANs and aggregated traffic of
 high speed leased line services provided at Local Node location, with routing factors
 applied.
 The amount of GE ports required for leased line services provided from Edge Ethernet switching
 network is calculated:
 �  � NCserviceATMservicellSTMETH
 servicesLL RFVVN ��� �� __ (67)
 Where,
 servicellSTMV _� - Volume of SMT-LL services provided in LN area;
 serviceATMV _ - Volume of ATM services provided in LN area;
 NCRF - Average utilization of network component. See formula (4).
 The amount required by the POI services provided from Edge Ethernet switching network is
 calculated:
 � POIETHwholesale
 ETHPOI VN ���
 (68)
 Where,
 POIETH� - Proportion of total POI bandwidth outgoing at Ethernet switching networks;
 wholesaleV - Volume of internet access services to wholesale subscribers. See formula (33);
 The number of GE ports required at Edge Ethernet switching network to connect ANs is calculated:
 2�� �ANringETHAN NN (69)
 Where,
 ANringN � - Number of rings connecting ANs. See formula (64).
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 The number of GE ports required at Edge Ethernet switching network to connect with other Edge
 Ethernet switches is calculated:
 2)1(2 ������ ��� EESringANringEESringETHETH NNNN (70)
 Where,
 EESringN � - Number of rings connecting Edge Ethernet switches. See formula (63);
 ANringN � - Number of rings connecting MSANs/OLT/AETH. See formula (64);
 IPETHringT �_ - Throughput of the Ethernet ring;
 backhaulringT _ - Backhaul ring’s throughput;
 - Headroom allowance for Ethernet switch trunking cards.
 6.7.1.3.2. Calculation of amount of 10GE ports
 The calculation of 10GE ports needed at Edge Ethernet switches is provided in following formula:
 ��
 � ��
 HABA
 GE EdgeETH10
 (71)
 Where,
 A - )0;;10( _ETHETH
 ETHANbackhaulring NNTif ��
 B - )0;;10( ETHLEEESring NTif ��
 - Headroom allowance for Ethernet switch’s trunking cards IC hardware and software.
 IPETHringT �_ - Throughput of the Ethernet ring;
 backhaulringT _ - Backhaul ring’s throughput;
 ETHETHN - Number of GE ports required at Edge Ethernet switching network to connect with
 other Edge Ethernet switches. See formula (70);
 ETHANN - Number of GE ports required at Edge Ethernet switching network to connect ANs.
 See formula (69);
 ETHLEN - Number of GE ports required at Edge Ethernet switching network to transfer traffic
 to Core Ethernet Switches. The number is calculated using formula (62).
 HA
 HA
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 6.7.2. Transit 1 level
 Dimensioning of the Transit 1 (Core) Ethernet switching network is done in the following steps:
 � Edge Ethernet Switches are connected with Ethernet rings to the Aggregation Edge Ethernet
 switch which aggregates the traffic and forwards it to Core Ethernet Switch.
 � Aggregation Edge Ethernet Switches are connected with Ethernet rings to the Core Ethernet
 Switch which is located at the location of Core IP router (scorched earth approach).
 � Volume and capacity of Ethernet rings will be calculated based on the traffic volume generated
 by Edge Ethernet Switches.
 � Ethernet switch main unit (chassis) and expansion cards (GE, 10GE) volume will be calculated
 based on the rings volume and capacity.
 Dimensioning Aggregation Ethernet switching network is calculated in the following steps:
 1. For each Aggregation Edge Ethernet switch determine the main unit (chassis) type. See
 formulas (53) - (55)
 2. Calculate the volume of expansion cards (GE, 10 GE, switching cards) for each
 Aggregation Edge Ethernet switch. See formulas (61) - (71).
 6.7.3. Transit 2 level
 Dimensioning of the Transit 2 (Core) Ethernet switching network is done in the following steps:
 � Ethernet core switches located by core IP routers are connected with Ethernet Ring.
 � The volume and capacity of Ethernet rings will be calculated based on the traffic volume
 generated by Core IP router.
 � Ethernet switch main unit (chassis) and expansion cards (GE, 10GE) volume will be calculated
 based on the rings volume and capacity. See formulas (53) - (55) and (72) - (73).
 6.7.3.1. Calculation of expansion cards for Core Ethernet switch
 Calculation of volume of expansion cards (GE, 10 GE, switching cards) for each Core Ethernet
 switch is based on the volume of traffic and the required amount of 1-10GE ports
 a) Dimensioning of Core Ethernet Switches Type 3 10GE cards:
 )0;10
 max(10_3
 10_410
 4103
 ���
 � ���
 ���
 �GEType
 GETypeGECoreETH
 TypeCoreETH
 GECoreETHType C
 CNGEN
 (72)
 Where,
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 GECoreETHTypeN 10
 4�
 � - Number of Type 4 expansion cards required for Core Ethernet switching
 network in TN area. See formula (73).
 GETypeC 10_4 - Capacity of Type 4 expansion cards expressed in Xenpack slots;
 GETypeC 10_3 - Capacity of Type 3 expansion cards expressed in XFP slots;
 CoreETHGE10 - Number of 10GE interfaces at Core Ethernet switching network in TN area.
 See formula (74).
 b) Dimensioning of Ethernet Switches Type 4 10GE cards:
 )0;1;);10(mod(10
 10_310_410_4
 104 GETypeGEType
 CoreETH
 GEType
 CoreETHGECoreETH
 Type CCGEifC
 GEN ��
 ���
 �
 �
 ��
 �
 (73)
 Where,
 GETypeC 10_4 - Capacity of Type 4 expansion cards expressed in Xenpack slots;
 GETypeC 10_3 - Capacity of Type 3 expansion cards expressed in XFP slots;
 CoreETHGE10 - Number of 10GE interfaces at Core Ethernet switching network in TN area.
 See formula (74).
 c) Calculation of 10GE interfaces at Core Ethernet switching network in TN location:
 CoreETHLR
 CoreETHSR
 CoreETH GEGEGE 101010 �� (74)
 Where,
 CoreETHSRGE10 - Number of 10GE short range interfaces in Core Ethernet switching network
 at TN location. See formula (77);
 CoreETHLRGE10 - Number of 10GE long range interfaces in Core Ethernet switching network at
 TN location. See formula (75).
 The amount of 10GE LR interfaces in Core Ethernet switching network at TN area is determined
 using the following formula:
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 ��
 ��
 HAN
 GELR
 GECoreETHLR
 1010
 (75)
 Where, LR
 GEN10 - Number of long range 10GE interfaces required for LN area. See formula (76);
 HA - Headroom allowance for Ethernet switch trunking cards.
 ��
 ��
 HAN
 NETHLELR
 GE10
 (76)
 Where,
 HA - Headroom allowance for Ethernet switch trunking cards; ETHLEN - Number of ports required to connect switching network ant IP routers. See formula
 (62).
 The amount of 10GE SR interfaces in Core Ethernet switching network at TN area is calculated
 using the following formula:
 ��
 �
 �� �
 1010 _
 HA
 VGE inTNethCoreETH
 SR
 (77)
 Where,
 inTNLNV _� - Traffic incoming from Edge Ethernet Switches connected to TN location. It is
 calculated by summing the volume of traffic outgoing from Edge Ethernet Switches to TN
 for the Transit Node location minus the volume of traffic outgoing at the POI present in the
 Edge Ethernet Switch layer;
 HA - Headroom allowance for Ethernet switch trunking cards.
 6.8. Dimensioning the fiber cables
 Dimensioning of the fiber cables requires to calculate the length of the fiber cables in each defined
 level of the transmission network (local, transit 1 and transit 2). Fiber cables length will be obtained
 from the operator (as is state) and verified based on the geographical coordinates of network
 nodes and logical topology of the network (optimized state). For fiber cable costs the fixed (e.g.
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 cost of laying) and variable part (e.g. cost of fiber cable) would be established based on the
 economical data on individual network elements gathered from operators.
 From the traffic-related costs only the variable part of the fiber cable cost which would be avoided
 in the absence of a service being provided should be allocated to the relevant increment
 proportionally to the traffic volume.
 Fiber cables CVR – Cost Volume Relationship
 The cost of fiber cables will be driven by the required throughput of cable section. To simplify the
 model, a linear relationship between the fiber cables cost and the fiber cables throughput is
 assumed. To find the relationship, two boundary points are defined:
 1) Minimal network cost – cost of fiber network dimensioned to fulfill only topology
 requirements, traffic volume is not taken into account. The minimal fiber network cost may
 consist of: fiber cables (with the minimal number of fibers)) cost, joints cost and installing
 cost.
 2) Nominal network cost – cost of fiber network dimensioned to fulfill the topology and traffic
 requirements. The nominal fiber network cost may consist of: fiber cables (with the nominal
 number of fibers)) cost, joints cost and installing costs (these statistics are to be provided
 by the operator).
 The graph presenting CRV of fiber cables is presented below.
 Figure 12: CRV of fiber cables.
 Therefore the costs of fiber cables in the operating network would be the difference between the
 two scenarios listed above.
 Minimal network
 Nominal network
 Fiber cable cost
 Troughtput
 Incremental costdriven by troughtput
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 6.9. Dimensioning the ducts
 Ducts length will be obtained from the Operator (as is state) and verified based on the
 geographical coordinates of network nodes and the logical topology of the network (optimized
 state). For duct costs the fixed (e.g. cost of digging, surface reconstruction) and variable part (e.g.
 cost of ducts) would be established based on the economical data on individual network elements
 gathered from operators. From the traffic-related costs only the variable part of ducts cost, which
 would be avoided in the absence of a service being provided, should be allocated to the relevant
 increment proportionally to the fiber cable incremental cost.
 6.9.1. Ducts CVR – Cost Volume Relationship (rural)
 The cost of ducts in rural genotypes will be driven by the cost of fiber cables. The CVR function
 defined for fiber cables would be used, however, two boundary points for ducts cost must be
 defined:
 1) Minimal network cost – cost of ducts dimensioned to fulfill only topology requirements,
 traffic volume is not taken into account. The minimal ducts cost may consist of: trench cost,
 ground reconstruction cost and other earth work cost.
 2) Nominal network cost - cost of ducts dimensioned to fulfill topology and traffic requirements.
 The nominal ducts cost may consist of: primary duct cost (nominal number of bores in rural)
 manholes cost, ground reconstruction cost and other earth works cost (these statistics are
 to be provided by the operator).
 6.9.2. Ducts CVR – Cost Volume Relationship (urban)
 Cost of ducts in an urban geotype will be driven by the cost of fiber cables. The CVR function
 defined for fiber cables would be used, however, two boundary points for ducts cost must be
 defined:
 1) Minimal network cost – cost of ducts dimensioned to fulfill only topology requirements,
 traffic volume is not taken into account. The minimal ducts cost may consist of: trench cost,
 ground reconstruction cost and other earth work cost.
 2) Nominal network cost - cost of ducts dimensioned to fulfill topology and traffic requirements.
 The maximal ducts cost may consist of: primary duct cost (nominal number of bores in
 urban) manholes cost, ground reconstruction cost and other earth works cost (these
 statistics are to be provided by the operator). The graph presenting CRV of ducts is
 presented below.
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 Figure 13: CRV of ducts.
 6.10. Other network elements
 6.10.1. IMS – IP multimedia subsystem Dimensioning of IMS – IP multimedia sub-system, is done using the following steps:
 � For the whole network calculate the volume of BHCA. The total BHCA for the network is
 calculated using the following formula:
 HA
 RR
 rV
 BHCAr
 l
 AVGBHTr )1(24365
 / ����
 �
 �
 (78)
 Where,
 BHCA - Total busy hour call attempts in the network;
 - Total realized services volume;
 - Busy Hour to Average Hour traffic ratio.
 rR - Ratio of unsuccessful call attempts to total call attempts;
 lR - Average call length;
 - Headroom allowance for IMS voice processing elements.
 � For the whole network calculate the volume of BHE. Total volume of Busy hour erlangs is
 calculated using the following formula:
 HANmERL
 BHE totallANIMS �
 �� �
 1000
 (79)
 Minimal network
 Nominal network
 Duct cost
 Fiber cost
 Incremental costdriven by f iber CVR
 rV
 AVGBHTr /
 HA
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 Where,
 IMSBHE - Busy hour erlangs;
 ANmERL - Average throughput per port in Access Node. See formula (1);
 totallN � - Total amount of voice lines in Access Node network. See formula (2);
 - Headroom allowance for IMS voice processing elements.
 � For the whole network calculate the number of voice services. The following formula is used to
 calculate the total amount of voice services:
 HAN
 S totalltotal
 ��
 (80)
 Where,
 totalS - Total amount of voice services in the network;
 - Total amount of voice lines in Access Node network. It is calculated by summing all
 of the voice lines (which are calculated using formula (3)) in the Access Node network;
 - Headroom allowance for IMS subscriber serving elements.
 � For each IMS element determine the main unit (chassis) type based on the volume of supported
 BHE, the volume of BHCA and the volume of subscribers. Further, dimension the expansion
 cards to meet the demand.
 1) The number of IMS cabinets needed is determined using the following formula:
 ��
 ���
 CSFC
 ISFcIMS C
 NN
 (81)
 Where,
 cIMSN � - Number of IMS cabinets required to serve the network. The number is rounded up
 to the nearest integer;
 CSFCC - IMS cabinet’s capacity of service frames.
 The required service frames are calculated using the following formula:
 HA
 totallN �
 HA
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 ����
 �
 ��
 �� �� �
 ��
 )(
 )()(6
 2
 2
 1
 ICSC
 i i
 HSSxType
 IMSxType
 ISF C
 NNN
 (82)
 Where,
 ICSCC - IMS and HSS service frame’s card capacity;
 IMSxTypeN � - Number of x type IMS service cards. The required amount of each type of cards
 is dimensioned according to the network specifics;
 HSSxTypeN � - Number of x Type HSS service cards.
 2) For each IMS element volumes of extension cards (TDM processing, VoIP processing) are
 calculated. Formulas, according to which volume of each extension card is calculated, are
 presented below.
 The number of required IMS Type 2, 3, 4, 5, 6, 7 cards is calculated using the following formula:
 )2;max(���
 ��
 ��
 capacityx
 zIMSxType C
 VN
 (83)
 Where,
 capacityxC � -Type x IMS service card handling capacity;
 zV - Total network volume z handled by x type of component;
 z - Total network volume of BHE or BHCAor totalS ;
 x - IMS service card Type: 2 or 3 or 4 or 5.
 In each IMS service frame there are two IMS Type 1 cards, therefore the number of IMS Type 1
 cards is calculated as a number of IMS service frames multiplied by 2.
 3) The number of required HSS service cards is calculated using the following formula:
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 )2;(2/1���
 ��
 ��
 capacityx
 totalHSSType C
 SMAXN
 (84)
 Where,
 totalS - Total amount of voice subscribers in the network;
 capacityxC � - Type x HSS service card handling capacity;
 x - Type of the service card. There are two types in total.
 6.10.2. Media Gateway Controller
 Media Gateway Controller (MGC) is dimensioned to provide control function for the dimensioned
 MGW.
 MGC comprises of the following parts:
 � Base unit and software;
 � MGC extension.
 Estimation of the minimum number of MGC base units required is a function of requirements to
 meet:
 1. Minimal network configurations;
 2. Switching capacity;
 In each component’s case calculation algorithms are described below.
 For the requirements to meet the minimal network configuration demand there is an assumption
 adopted in BU-LRAIC model that the minimal number of MGCs in the network is one.
 The number of MGC base units ( CMGCN , units) to meet switching capacity requirements are
 calculated according to the following formulas:
 CPU
 CMGC C
 BHCAN � (85)
 MGCCPUsMGCCPU NCC /, �� � (86)
 Where,
 BHCA – Call attempts in BHT, BHCA. See formula No. (79).
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 �sMGCC , – Maximal MGC operational capacity to satisfy call attempts in BHT, BHCA with
 Headroom allowance taken into account.
 CCPU – Switching capacity of MGC BHCA;
 NCPU/MGC – Maximal number of extensions per MGC, units.
 The required amount of expansion cards is calculated using the following formula:
 ���
 �
 ��
 ��
 expexp
 MGC
 CMGV CHA
 BHCAN
 (87)
 Where,
 exp�MGCC - Expansion unit’s handling of BHCA capacity;
 - Headroom allowance for Network Session boarder gateway hardware and software;
 BHCA – Call attempts in BHT, BHCA. See formula No. (79).
 6.10.3. Network Session Border Gateway (N-SBG)
 Network Session Border Gateway (N-SBG) is dimensioned to handle inter-domain inter-working
 between SIP networks and SIP or H.323 networks.
 N-SBG comprises of the following parts:
 � Base unit and software;
 � N-SBG extension.
 Estimation of the minimum number of N-SBG base units required is a function of requirements to
 meet:
 1. Minimal network configurations;
 2. Switching capacity;
 In each component’s case calculation algorithms are described below.
 For the requirements to meet the minimal network configuration demand there is an assumption
 adopted in BU-LRAIC model that the minimal number of N-SBG in the network is one.
 The number of N-SBG base units ( CN SBG -N , units) to meet switching capacity requirements are
 calculated according to the following formulas:
 HA
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 CPU
 C
 CBHCA
 N �SBG-N (88)
 SBG-N/,SBG-N CPUsCPU NCC �� � (89)
 Where,
 BHCA – Call attempts in BHT, BHCA. See formula No. (79).
 �sC ,SBG -N – Maximal N-SBG operational capacity to satisfy call attempts in BHT, BHCA.
 CCPU – Extensions capacity of N-SBG BHCA;
 NCPU/ N-SBG – Maximal number of extensions per N-SBG, units.
 The required amount of expansion cards is calculated using the following formula:
 ���
 �
 ��
 ����
 expexp
 SBGN
 CSBGN CHA
 BHCAN
 (90)
 Where,
 exp��SBGNC - Expansion unit’s handling of BHCA capacity;
 - Headroom allowance for Network Session boarder gateway hardware and software;
 BHCA – Call attempts in BHT, BHCA. See formula No. (79).
 6.10.4. Lawful interception system
 Lawful interception system is dimensioned as an element which presence is required by law.
 Lawful interception system comprises of the following parts:
 � Lawful interception system: basic unit
 � Lawful interception system: extension
 Estimation of the minimum number of Lawful interception system base units required is a function
 of requirements to meet:
 1. Minimal network configurations;
 2. Processing capacity.
 In each component’s case calculation algorithms are described below.
 HA
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 For the requirements to meet the minimal network configuration demand there is an assumption
 adopted in BU-LRAIC model that the minimal number of Lawful interception system in the network
 is one.
 The number of Lawful interception system base units ( CLIN , units) to meet processing capacity
 requirements are calculated according to the following formulas:
 CPU
 CLI C
 BHCAN � (91)
 LICPUsLICPU NCC /, �� � (92)
 Where,
 BHCA – Call attempts in BHT, BHCA. See formula No. (79).
 �sLIC , – Maximal Lawful interception system operational capacity to satisfy call attempts in
 BHT, BHCA.
 CCPU – Processing capacity of BHCA;
 NCPU/LI – Maximal number of extension units per Lawful interception system, units.
 The required amount of expansion cards is calculated using the following formula:
 ���
 �
 ��
 ��
 expexp
 Ll
 CLl CHA
 BHCAN
 (93)
 Where,
 exp�LlC - Expansion unit’s handling of BHCA capacity;
 - Headroom allowance for Lawful interception hardware and software;
 BHCA – Call attempts in BHT, BHCA. See formula No. (79).
 6.10.5. Billing system The model will dimension only the network elements that participate in the provision of wholesale
 termination, origination and transit services; therefore, only the wholesale related part of the billing
 system will be dimensioned.
 Wholesale billing system encompasses the infrastructure from traffic data collection to invoicing
 and payment monitoring in particular hardware and software required for:
 � Collecting and processing wholesale billing records;
 HA
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 � Warehousing of wholesale traffic data;
 � Invoicing of wholesale customers.
 The billing system is dimensioned using the following steps:
 Calculate the volume of BHE. Calculations are made using the following formula:
 HANmERL
 BHE totallANIC �
 �� �
 1000
 (94)
 Where,
 ICBHE - Busy hour erlangs traffic in billing system;
 ANmERL - Average throughput per port in Access Node (AN). See formula (2);
 totallN � - Total amount of voice lines in Access Node network. It is calculated by summing
 all of the voice lines (which are calculated using formula (3)) in the Access Node network;
 - Headroom allowance for IC hardware and software.
 Calculate the number of servers to support the required BHE. Calculations are done using the
 following formula:
 ���
 ��
 �
 �
 capacityMIC
 ICIC
 C
 NN
 .
 exp
 (95)
 Where,
 ICN- Number of billing system main units;
 capacityMICC .� - Billing system main unit’s slot capacity;
 exp�ICN - Number of IC system’s expansion cards.
 The required amount of expansion cards is calculated using the following formula:
 ���
 �
 ��
 ��
 capacityExpIC
 ICIC CHA
 BHEN
 .exp
 (96)
 Where,
 capacityExpICC .� - Expansion unit’s handling of BHE capacity;
 HA
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 - Headroom allowance for IC hardware and software;
 ICBHE - Busy hour erlangs in billing system. See formula (94)
 .
 6.10.6. Customer Premise Equipment (CPE) It is assumed, that one CPE is required for subscriber connected to the network over GPON or
 P2P technology. Also, the same CPE is capable to provide internet access, VoIP and IPTV
 services.
 7. Network valuation
 Two possible approaches of network elements cost calculation are assumed:
 1) Direct – the capital cost of network elements will be calculated based on engineering
 models;
 2) Rate of CAPEX cost to network cost – capital cost of network elements will be calculated
 based on the operators accounting data;
 The table below presents participation of network elements in the provision of services and the
 method of each element cost calculation:
 Table 7. Assignment of network elements to services
 Network element
 Involvement in services provision Cost calculation
 Voice -wholesale origination
 Voice - wholesale termination
 Voice transit Direct Mark up
 CPE X X X
 MSAN X X X
 OLT X X X
 AETH X X X
 IMS X X X X
 Media Gateway X X X X
 MGC X X X X
 N-SBG X X X X
 NMS X X X X
 Aggregation Edge Ethernet switch X X X X
 Edge Ethernet switch X X X X
 Core Ethernet switch X X X X
 HA
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 Network element
 Involvement in services provision Cost calculation
 Voice -wholesale origination
 Voice - wholesale termination
 Voice transit Direct Mark up
 IP router X X X X
 Billing system X X X X
 Fiber cables and related elements X X X X
 7.1. Cost annualization
 All fixed line network elements identified during network dimensioning are revalued at Gross
 Replacement Cost (GRC). On the basis of GRC value, its annual CAPEX cost is being further
 calculated. In BU-LRAIC model there are four alternative methods that are used to calculate
 annual CAPEX costs:
 � Straight-line method;
 � Annuity method;
 � Tilted Annuity method;
 � Economic depreciation method.
 Algorithms to calculate annual CAPEX cost (depreciation and ROI) using straight-line, annuity,
 tilted annuity and economic depreciation methods are described in the following sections.
 Straight-line method
 The annual CAPEX costs under the straight-line method are calculated according to the following
 formula:
 ROIHGCDC ��� (97)
 Where:
 � lGRC
 CD � - current depreciation (l – useful life of an asset (data will be gathered from
 Operators); GRC –gross replacement cost of an asset);
 � indexGRC
 GBVNBV
 HG ��, holding gain (loss);
 � WACCGRC
 GBVNBV
 ROI �� - cost of capital;
 � Index - price index change (data will be gathered from Operators);
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 � NBV – net book value;
 � GBV – gross book value;
 � WACC - weighted average cost of capital.
 Annuity method
 The annual CAPEX costs under the annuity method are calculated according to the following
 formula:
 �  l
 WACC
 WACCGRCC
 ��
 ���
 ��
 �
 �
 11
 1
 (98)
 Tilted annuity method
 The annual CAPEX costs under tilted annuity method are calculated according to the following
 formula:
 �  l
 WACCindex
 indexWACCGRCC
 ��
 ���
 ��
 ��
 ��
 11
 1
 (99)
 Economic depreciation method
 The economic depreciation algorithm involves a cash-flow analysis to answer the question: what
 time-series of prices consistent with the trends in the underlying costs of production (e.g. utilization
 of the network, price change of asset elements) yield the expected net present value equal to zero
 (i.e. normal profit).
 Economic depreciation requires forecasting the key variables:
 � Cost of capital;
 � Changes in the price of Modern Equivalent Asset;
 � Changes in operating cost over time;
 � Utilization profile.
 � The impact of key variables on depreciation is as follows:
 � The lower the cost of capital, the lower the cost of investment that needs to be recovered in
 any year;
 � The grater the future MEA price reductions, the more depreciation needs to be front-loaded;
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 � The deprecation should be brought forward, according to the increase of operating cost of
 an asset.
 Economic depreciation is a method to calculate annual costs based on a forecasted revenue
 distribution during the useful asset lifetime. This is the main reason why this method is favored in
 theory. However, in the current BU-LRAIC model the use of economic depreciation is excluded
 from modeling scope due to some reasons. Firstly, results from this method are highly dependable
 on various forecast assumptions. Forecasted revenue, cost of capital, changes in the price of
 Modern Equivalent Asset, changes in operating cost over time, utilization profile are essential for
 calculations, though having in mind the dynamic nature of the electronic communications market,
 forecasts may be subjective. Secondly, using alternative cost annualization methods, such as
 straight-line, annuity or tilted annuity, enables to reach comparable results.
 A detailed analysis of straight-line, annuity, tilted annuity and economic depreciation and
 annualization methods is presented in Annex No. 2. Recommendation allows to use different
 depreciation method than economic depreciation if feasible. The tilted annuity method will be used
 as the main method to calculate annual CAPEX costs due to simplicity and a fact that it generates
 a depreciation profile similar to that of economic depreciation – method recommended by
 Recommendation. The comparison of those methods is presented in Annex 2. It is worth
 mentioning that the model will have a possibility to calculate annual CAPEX using straight line,
 annuity and tilted annuity methods.
 7.2. Mark-up allocation
 The BU-LRAIC model allows recovering costs that are incurred in real life but that are difficult to
 model as incremental activities. BU-LRAIC model includes the network related operational cost,
 administration and support operational and capital costs and network management system capital
 cost as a percentage of the network costs. In the current BU-LRAIC model the following mark-ups
 are calculated:
 Table 8. Mark-ups in BU-LRAIC modeling
 Parameter name Activities and equipment included
 Mark ups on GRC
 Mark-ups of operational costs on network cost
 Access node Network operation, maintenance and planning
 expenses - operational costs of planning,
 management, on—site visits, inspections,
 Transmission network
 Switching network
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 Parameter name Activities and equipment included
 Fiber cables and ducts configuration and maintenance works, for
 particular network elements.
 Mark-ups of network management system on network costs
 Access node CAPEX of network management system
 equipment. Transmission network
 Switching network
 Mark-ups on operational costs
 Mark-ups of administration and support operational cost
 Access node Operational cost of general administration,
 finance, human resources, information
 technology management and other
 administration and support activities (salaries,
 materials, services).
 Transmission network
 Switching network
 Mark-ups of administration and support capital cost
 Access node CAPEX of general administration, finance,
 human resources, information technology
 management and other administration and
 support activities (buildings, vehicles,
 computers, etc.).
 Transmission network
 Switching network
 General table of mark-ups that would be used in calculations are provided in Table 9.
 Mark-ups are calculated based on the principles described in section 2.7 Mark – ups
 .
 Table 9. Mark-ups
 Mark-ups of operational
 costs on network cost
 Mark-ups of network
 management system on
 network components
 Mark-ups of
 administration and
 support operational
 cost
 Mark-ups of
 administration and
 support capital cost
 Infrastructure
 All sub-
 components
 Fiber cables and ducts
 (% on HCC GRC value) -
 - -
 Ground reconstruction
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 Mark-ups of operational
 costs on network cost
 Mark-ups of network
 management system on
 network components
 Mark-ups of
 administration and
 support operational
 cost
 Mark-ups of
 administration and
 support capital cost
 All sub-
 components
 Fiber cables and ducts
 (% on HCC GRC value) -
 - -
 Passages under obstacles
 All sub-
 components
 Fiber cables and ducts
 (% on HCC GRC value) -
 - -
 Additional works
 All sub-
 components
 Fiber cables and ducts
 (% on HCC GRC value) -
 - -
 Fiber cable All sub-
 components
 Fiber cables and ducts
 (% on HCC GRC value) -
 - -
 Joints for fiber cables
 All sub-
 components
 Fiber cables and ducts
 (% on HCC GRC value) -
 - -
 MSAN / OLT / AETH
 All sub-
 components
 Access node
 (% on HCC GRC value)
 Access node
 (% on HCC GRC value)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Edge Ethernet Switch
 All sub-
 components
 Transmission network
 (% on HCC GRC value)
 Transmission network
 (% on HCC GRC value)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX) Core Ethernet Switch
 All sub-
 components
 Transmission network
 (% on HCC GRC value)
 Transmission network
 (% on HCC GRC value)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Transit Node - IP router
 All sub-
 components
 Switching network
 (% on HCC GRC value)
 Switching network
 (% on HCC GRC value)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 MGW / MGC / N-SBG
 All sub-
 components
 Switching network
 (% on HCC GRC value)
 Switching network
 (% on HCC GRC value)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 IMS
 All sub-
 components
 Switching network
 (% on HCC GRC value)
 Switching network
 (% on HCC GRC value)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Billing IC System
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 Mark-ups of operational
 costs on network cost
 Mark-ups of network
 management system on
 network components
 Mark-ups of
 administration and
 support operational
 cost
 Mark-ups of
 administration and
 support capital cost
 All sub-
 components
 Switching network
 (% on HCC GRC value)
 Switching network
 (% on HCC GRC value)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Total network infrastructure excluding fiber cables and ducts
 (% on network OPEX)
 Lawful interception
 All sub-
 components
 Switching network
 (% on HCC GRC value)
 Switching network
 (% on HCC GRC value)
 Total network infrastructure excluding fiber cables and ducts (% on network OPEX)
 Total network infrastructure excluding fiber cables and ducts (% on network OPEX)
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 8. Service cost calculation
 After major costs with the help of the engineering model are established, the service cost
 calculation stage follows.
 Figure 14: Service cost calculation flow
 Figure 14: Service cost calculation flow shows that after network elements are established, HCCs
 are allocated to NCs (see section 8.1 Homogeneous cost categories allocation to Network
 Components). Further total Network Components costs are calculated by summing up the
 appropriate HCCs. Total Network Components costs are divided by service volumes and Network
 Component unit costs are calculated. And finally, Network Component unit costs are multiplied by
 service usage factor and service costs are calculated
 (see Table 10. HCCs to NC allocation matrix).
 8.1. Homogeneous cost categories allocation to Network Components
 The essential part of LRAIC methodology is allocation of Homogenous Cost Categories to Network
 Components. Network Components represent logical elements that are functionally integrated and
 from the combination of which any services may be established. An example of a Network
 Component is the logical meaning of MSAN which includes the annual cost of MSAN along with all
 HCC1
 HCC2
 HCC3
 …
 HCCn
 NC1 NC2 NC3
 NCn volumes
 � � �
 NCn unit costs
 Service usage
 Service costs
 �� ��
 �
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 mark up costs resulting from maintenance, localization and supporting activities (e.g.
 administration, accounting etc.).HCCs to NC allocation matrix is presented in Table 11.
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 Table 11. HCCs to NC allocation matrix Ref. HCC name Allocation on network components
 NC1 NC2 NC3 NC4 NC5 NC6 NC7 NC8 NC9 NC10
 Access Node
 (AN) Transit Node
 (TN) Transmission -
 AN - TN Transmission -
 TN - TN IMS IC Billing and
 regulatory MGW - POI IE TN-IE CPE A. Infrastructure 1 Trench X X 2 Primary duct - 1 hole X X 3 Primary duct - 2 holes X X 4 Primary duct - 6 holes X X 5 Primary duct - 12 holes X X 6 Primary duct - 24 holes X X 7 Primary duct - 48 and more holes X X 8 Manholes X X B. Ground reconstruction 9 Grass reconstruction X X 10 Sidewalk reconstruction X X 11 Asphalt pavement reconstruction X X 12 Concrete pavement reconstruction X X C. Passages under obstacles 13 Passage under road (up to 15m) X X 14 Passage under road (above 15m) X X 15 Passage under railway tracks X X 16 Passage under rivers and channel X X 17 Passage under other obstacles X X D. Additional works 18 Project works X X 19 Consent of the landowners X X 20 Geodetic service X X E. Fiber cable 21 Fiber cable – 12 fibers X X 22 Fiber cable – 24 fibers X X 23 Fiber cable – 48 fibers X X 24 Fiber cable – 72 fibers X X 25 Fiber cable – 96 fibers X X 26 Fiber cable – 144 fibers X X F. Joints for fiber cables 27 Joint for 12 fibers X X 28 Joint for 24 fibers X X 29 Joint for 48 fibers X X 30 Joint for 72 fibers X X 31 Joint for 96 fibers X X 32 Joint for 144 fibers X X 33 Section measurement X X G. MSAN 34 Chassis - Type 1 X 35 Chassis - Type 2 X 36 Chassis - Type 3 X 37 Chassis - Type 4 X 38 Chassis - Type 5 X 39 Subscriber cards - Type 1 - ADSL X 40 Subscriber cards - Type 2 - SHDSL X 41 Subscriber cards - Type 3 - POTS X 42 Subscriber cards - Type 4 - ISDN - BRA X 43 Trunking card - Type 1 X 44 Optical module - SFP/Xenpack - Type 1 - LR - (Long Range) X H. OLT 45 Chassis - Type 1 X 46 Chassis - Type 2 X 47 Chassis - Type 3 X 48 Subscriber cards - Type 1 - GPON X 49 Optical module - Subscriber cards X 50 Trunking card - Type 1 X 51 Type 1 - LR - (Long Range) X I. Access Ethernet Switch 52 Chassis - Type 1 X 53 Chassis - Type 2 X 54 Chassis - Type 3 X
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 Ref. HCC name Allocation on network components NC1 NC2 NC3 NC4 NC5 NC6 NC7 NC8 NC9 NC10
 Access Node
 (AN) Transit Node
 (TN) Transmission -
 AN - TN Transmission -
 TN - TN IMS IC Billing and
 regulatory MGW - POI IE TN-IE CPE 55 Subscriber cards - Type 1 - P2P X 56 Subscriber cards - Type 2 - P2P X 57 Trunking cards - GE - Type 1 X 58 Trunking cards - GE - Type 2 X 59 Optical module - Subscriber cards X 60 Optical module - Trunking cards - GE X J. Edge Ethernet Switch 61 Chassis - Type 1 X 62 Chassis - Type 2 X 63 Chassis - Type 3 X 64 Switching cards X 65 Trunking cards - GE - Type 1 X 66 Trunking cards - GE - Type 2 X 67 Trunking cards - 10GE - Type 3 X 68 Trunking cards - 10GE - Type 4 X 69 Optical module - SFP/Xenpack - Type 1 - SR - (Short Range) X 70 Optical module - SFP/Xenpack - Type 2 - LR (Long Range) X 71 Optical module - XFP - Type 1 - SR - (Short Range) X 72 Optical module - XFP - Type 2 - LR (Long Range) X 73 Optical module - Xenpack - Type 1 - SR - (Short Range) X 74 Optical module - Xenpack - Type 2 - LR (Long Range) X K. Agregation Edge Ethernet Switch 75 Chassis - Type 1 X 76 Chassis - Type 2 X 77 Chassis - Type 3 X 78 Switching cards X 79 Trunking cards - GE - Type 1 X 80 Trunking cards - GE - Type 2 X 81 Trunking cards - 10GE - Type 3 X 82 Trunking cards - 10GE - Type 4 X 83 Optical module - SFP/Xenpack - Type 1 - SR - (Short Range) X 84 Optical module - SFP/Xenpack - Type 2 - LR (Long Range) X 85 Optical module - XFP - Type 1 - SR - (Short Range) X 86 Optical module - XFP - Type 2 - LR (Long Range) X 87 Optical module - Xenpack - Type 1 - SR - (Short Range) X 88 Optical module - Xenpack - Type 2 - LR (Long Range) X L. Core Ethernet Switch 89 Chassis - Type 1 X 90 Chassis - Type 2 X 91 Chassis - Type 3 X 92 Switching cards X 93 Trunking cards - GE - Type 1 X 94 Trunking cards - GE - Type 2 X 95 Trunking cards - 10GE - Type 3 X 96 Trunking cards - 10GE - Type 4 X 97 Optical module - SFP/Xenpack - Type 1 - SR - (Short Range) X 98 Optical module - SFP/Xenpack - Type 2 - LR (Long Range) X 99 Optical module - XFP - Type 1 - SR - (Short Range) X 100 Optical module - XFP - Type 2 - LR (Long Range) X 101 Optical module - Xenpack - Type 1 - SR - (Short Range) X 102 Optical module - Xenpack - Type 2 - LR (Long Range) X M. Transit Node - IP router 103 Chassis - Type 1 X 104 Chassis - Type 2 X 105 Switching cards - Chassis - Type 1 X 106 Switching cards - Chassis - Type 2 X 107 Trunking cards - 10GE - Chassis - Type 1 X 108 Trunking cards - 10GE - Chassis - Type 2 X 109 Optical module - Xenpack - Type 1 - SR - (Short Range) X 110 Optical module - Xenpack - Type 2 - LR (Long Range) X N. MGW 111 Chassis - Type 1 X X 112 Voice processing card X X 113 Trunking cards - GE - Type 1 X X 114 Trunking card - Type 1 X X
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 Ref. HCC name Allocation on network components NC1 NC2 NC3 NC4 NC5 NC6 NC7 NC8 NC9 NC10
 Access Node
 (AN) Transit Node
 (TN) Transmission -
 AN - TN Transmission -
 TN - TN IMS IC Billing and
 regulatory MGW - POI IE TN-IE CPE 115 Trunking card - Type 2 X X 116 Trunking card - Type 3 X X 117 Trunking card - Type 4 X X 118 Optical module - SFP/Xenpack - Type 1 - SR - (Short Range) X X O. MGC 119 Main unit - MGC X X 120 Expansion unit - MGC X X P. N-SBG 121 Main unit - N-SBG X X 122 Expansion unit - N-SBG X X Q. IMS 123 IMS - Cabinet X 124 IMS core - Service frame X 125 IMS core - Service card - Type 1 - CSCF X 126 IMS core - Service card - Type 2 - A-SBG X 127 IMS core - Service card - Type 3 - telephony AS X 128 IMS core - Service card - Type 4 - CSCF & MRCF X 129 IMS core - Service card - Type 5 - BGCF X 130 IMS core - Service card - Type 6 – DNS server X 131 IMS core - Service card - Type 7 – Service Delivery AS X 132 HSS - Service card - Type 1 - Control card X 133 HSS - Service card - Type 2 - Database card X 134 IMS - Licenses - Type 1 X 135 IMS - Licenses - Type 2 X 136 HSS - Licenses X R. Billing IC System 137 Main unit X 138 Expansion unit X S. Regulatory costs 139 Regulatory costs X T. Optical CPE equipment 140 Optical CPE equipment X
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 8.2. Network Component average unit cost
 After deriving the total costs of each Network Component, the average unit costs of those Network
 Components are derived. Unit costs (UC, Lt) are derived by dividing the total cost of each Network
 Component by yearly traffic utilizing that Network Component as formula shows:
 VolumeTNCC
 UC �
 (100)
 Where:
 TNCC – Total Network Component costs, LTL;
 Volume – Annual traffic* utilizing the appropriate Network Component. Below, Table 12 explains
 how the appropriate volume is calculated.
 As described in section 2 LRAIC methodology, model will have a functionality of calculating costs
 of any service included in the economic model according to Pure LRAIC, LRAIC+ and LRAIC++
 principles. Based on these methods, different calculation algorithms of TNCC costs are applied
 (more information provided in section 2 LRAIC methodology):
 � Pure LRAIC method – includes only incremental costs related to network components used
 in the provision of the particular service
 � LRAIC+ method – includes only incremental costs related to network components used in
 the provision of the particular group of services, which allows some shared cost of the
 group of services to become service incremental as well. The group of service could be
 total voice services, total data services and access services
 � LRAIC++ method – includes costs described in LRAIC+ method description plus common
 and joint cost. The common and joint cost related to each group of service (total voice
 services, total data services and access services) are calculated separately for each
 Network Component using an equal-proportional mark-up (EPMU) mechanism based on
 the level of incremental cost incurred by each group of service (total voice services, total
 data services and access services).
 It also has to be noted, that according the Recommendation provided in the legal background,
 voice termination services should be calculated using Pure LRAIC approach.
 * Only successful calls are included in this parameter.
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 Table 12. Traffic utilizing Network Components
 Network Component Unit Traffic included Access Node (AN) Weighted service volumes in
 minutes Voice traffic
 Data traffic
 Transit Node (TN) Weighted service volumes in minutes
 Voice traffic
 Data traffic
 Transmission - AN – TN Weighted service volumes in minutes
 Voice traffic
 Data traffic
 Transmission - TN – TN Weighted service volumes in minutes
 Voice traffic
 Data traffic
 IMS Weighted service volumes in minutes
 Voice traffic
 IC Billing Weighted service volumes in minutes
 Voice traffic
 MGW – POI Weighted service volumes in minutes
 Voice traffic
 International Exchange – International MGW*
 Weighted service volumes in minutes
 Voice traffic
 Transmission - TN – IE* Weighted service volumes in minutes
 Voice traffic
 8.3. Service cost
 In order to calculate the total service cost, the average service usage factors by each network
 component involved in a service are needed. Average service usage factors refer to the quantity of
 a particular network component involved in a service (e.g. stations, switches and transmission links
 involved in termination service).
 Service matrix with service usage factors is provided in Table 13. Service matrix.
 * These elements are optional
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 The capacity based services unit cost will be calculated based on average utilization of IC ports,
 which will be provided by the Operator to be modeled. Based on the average utilization of IC ports,
 the monthly volume of the wholesale voice services (termination, origination and transit) provided
 over one IC port will be calculated. The cost of the capacity based services will be calculated by
 multiplying the unit cost of each type of the wholesale voice service by the proper monthly volume
 of the service provided over one IC port.
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 Table 13. Service matrix
 Access Node (AN)
 Transit Node (TN)
 Transmission - AN – TN
 Transmission - TN - TN IMS IC Billing MGW - POI International
 Exchange* (IE) Transmission*
 - TN - IE CPE
 Call origination WA(f,5,1; f,6,1) WA(f,5,2; f,6,2) WA(f,53; f,6,3) WA(f,54; f,6,4) 1 1 WA(f,5,5+ f,5,5) 0 0 1
 Call termination WA(f7,1; f,8,1) WA(f7,2; f,8,2) WA(f,7,3; f,8,3) WA(f,7,4; f,8,4) 1 1 WA(f,7,5+ f,8,5) 0 0 1
 Call transit 1 f,9,1 f,9,2 f,9,3 f,9,4 1 1 f,9,5 f,9,6 f,9,7 0
 Call transit 3 f,11,1 f,11,2 f,11,3 f,11,4 1 1 f,11,5 f,11,6 f,11,7 0
 Call transit 1/3 WA(f9,1; f,10,1; f,11,1)
 WA(f9,2; f,10,2; f,112)
 WA(f9,3; f,10,3; f,11,3)
 WA(f9,4; f,10,4; f,11,4)
 1 1 WA(f,9,5; f,10,5;
 f,11,59) 0 0 0
 Call transit 4 f,12,1 f,12,2 f,12,3 f,12,4 1 1 f,12,5 f,12,6 f,12,7 0
 Call transit 5 f,13,1 f,13,3 f,13,4 f,13,8 1 1 f,13,5 f,13,6 f,13,7 0
 Call transit 4/5 WA(f12,1; f,13,1) WA(f12,2; f,13,2) WA(f12,3; f,13,3) WA(f12,4; f,13,4) 1 1 WA(f,12,5; f,13,59) WA(f12,6; f,13,6) WA(f12,7; f,13,7) 0
 Call transit 6 f,14,1 f,14,2 f,14,3 f,14,4 1 1 f,14,5+ f,14,5 f,14,6 f,14,7 0
 fR – Appropriate routing factor (Network element routing factors are provided in Table 5. Routing factors);
 fx,y – x – Number of row in Table 5. Routing factors; y – number of column in Table 5. Routing factors.
 When the average routes of particular types of services are established, the service cost (SC) of any service is calculated according to the
 following formula:
 �  ��
 ��n
 iiusei UCfSC
 1
 �
 (101)
 Where: * These elements are optional
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 n – From 1 to 7 number of Network Component;
 �useif – Average service usage factor, provided in the service matrix. See Table 13. Service matrix.
 UCi – Unit Network Component cost, LTL.
 WA – weighted average of routing factor, weighted with volume of service
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 Annex 1. Second sub-model: cost calculation of Auxiliary services
 for network interconnection
 In this annex, principles of the second sub-model are provided. There are lots of alternatives for network
 interconnection. Sometimes networks are interconnected at the premises of one operator near switches
 or alternative network elements, but for security and network management reasons networks may be
 interconnected at some remote premises (Point of Presence, PoP). In current regulatory practice of call
 termination services, RRT has imposed that network elements required for network interconnection have
 to be implemented by interconnecting operators themselves and no charge shall be applied for these
 elements. RRT has also imposed that interconnecting link shall be installed by party able to implement
 such link in cheapest way and costs related with link that connects networks shall be equally split.
 Network elements from switches of a particular operator to PoP might be implemented and maintained
 by that operator. Access to these network elements might be forbidden for security reasons or particular
 charges might me applied for access to premises and network elements that could be used for other
 interconnecting party to install a link from PoP to switches. Access to network elements from PoP to
 switches might also be used for installation of a interconnecting link not only for call termination services,
 but also for origination and transit services. The objective of this model is twofold:
 1) to calculate long run average incremental costs of network elements for installation of a
 interconnecting link in the PoP where networks can be interconnected for provision of call termination,
 initiation and transit services;
 2) to calculate long run average incremental costs of intermediate network elements of interconnection
 link from PoP to switch (exchange) used in construction of interconnection link for provisions of call
 termination, initiation and transit services;
 In general access to these network elements could be called Auxiliary services. The general scheme of
 Auxiliary service for network interconnection is provided below.
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 Figure 15. General scheme of auxiliary services.
 In Table 14. Service definitions., definitions of the second sub-model services are provided.
 Table 14. Service definitions.
 Service name Service definition Measure
 Access to
 auxiliary
 services for
 network
 interconnection
 1) Provision of network elements in order to
 install an interconnection link in Point of
 Presence between network elements (from
 one operator to the other operator);
 2) Provision of network element or elements
 as intermediate parts of network
 interconnection link.
 Costs of access to passive and
 (or) active infrastructure for
 installation (construction) of a
 link for network interconnection.
 Depending on the type of agreement between the alternative operator and the provider of auxiliary
 services, four types of services will be modeled:
 1. Lease of physical space in premises of the provider of auxiliary services (general scheme of a
 services is provided below and notations should be understood as in Figure 15);
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 Figure 16. General scheme of auxiliary services for the first service.
 2. Lease of space in cable ladders/trays in the premises of the provider of auxiliary services
 (general scheme of a services is provided below and notations should be understood as in Figure
 15);
 Figure 17. General scheme of auxiliary services for the second service.
 3. Provision of passive network elements from PoP to switch (exchange) for installation of
 interconnection link (intermediate parts of interconnection link used for network interconnection).
 Below is provided a general scheme of this service and notations should be understood as in
 Figure 15.
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 Figure 18. General scheme of the third service.
 4. Provision of passive and active network elements from PoP to switch (exchange) for installation
 of interconnection link (intermediate parts of interconnection link used for network
 interconnection). Below is provided a general scheme of this service and notations should be
 understood as in Figure 15.
 Figure 19. General scheme of the fourth service.
 It is assumed that for fist – third (inclusive) services all network elements are presented in
 premises of SMP operator. For fourth service it is assumed that PoP might be implemented either
 in the premises of SMP operator or in the premises of third party.
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 Modeling of First service:
 In modeling first service, periodical costs related to the rent of the technical infrastructure of the provider
 of auxiliary services will be calculated according to following formula:
 kiPOP SRE ��� (102)
 Where: Si – total space required for the installation of ladders and other equipment in the premises of the
 provider of auxiliary service, square meters;
 �k – average rate of rent of property for one square meter, currency.
 Modeling of Second – Forth services: One-off costs of services
 One-off costs are related to the second, third and fourth services. In these scenarios the amount of hours
 (A hr) required by technical staff to install and set auxiliary services is calculated. Installation process,
 depending on the scenario modeled, consists of cable arrangement and installation with cable ledges,
 mounting cabinet to the fixed location, cable wiring and installation of equipment into the cabinet.
 One-off costs ( POPCO ) are calculated according to the following formula:
 MHoffPOP tCO ��� (103)
 Where:
 toff - Total time (A hr) required for one-off activities, man-hours;
 �MH – Average activity man-hour costs (of required qualification), currency.
 Periodical costs of services
 In the modeling of Second – Fourth services, periodical costs of services include both costs related to
 network equipment and costs related to periodical specific activities.
 While calculating the equipment related costs, following equipment is required:
 1. Space in cabinet or other premises;
 2. Optional: security equipment (sensor and cable);
 3. Certain length of cable ladders/trays;
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 4. Certain length of fiber cable (additional component for third and fourth services) (not applicable
 for second service);
 5. Certain network elements present in the cabinet for POI service to take place (additional
 component for third and fourth scenario) (not applicable for second service). For Third service it
 is assumed that Optical Distribution Frame is required to connect the networks and for the fourth
 service, it is assumed that Aggregation Ethernet Switch is required to make interconnection for
 other operators possible.
 The cost of this service should represent incurred capital cost (CAPEX) together with mark-ups of:
 1. Operational costs (OPEX) on network cost;
 2. Network management system (CAPEX);
 3. Administration and support (OPEX and CAPEX).
 Periodical equipment related annual costs are calculated according to the same principles and using the
 same mark-ups as described for transmission in section 2.7 Mark – ups.
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 Annex 2. Economic depreciation method: analysis and results
 Depreciation can be defined as the systematic allocation of the depreciable amount of an asset over its
 useful life. The depreciable amount is the initial cost of an asset less its residual value estimated at the
 date of acquisition. Thus depreciation reflects the recovery of invested capital over the asset’s economic
 life. It can also be defined as a measure of reduction in the economic life of an asset from the usage,
 passage of time and technological or market changes.
 There are two main approaches to depreciation, which are commonly used in bottom-up models:
 straight-line and annuity (standard or tilted).
 Under the straight-line method of depreciation, an asset’s cost is allocated in equal portions over its
 useful life, taking into account the changes of prices over the whole period of depreciation as well as cost
 of capital:
 � � �� � �� � � Where:
 �� ��� ��� – Current Depreciation
 �� � ������ � ��� � ������ – Holding Gain
 ��������� � ��� � �� ��� – Cost of Capital
 ��� – Gross Replacement Cost
 �� – useful life of an element
 �� – Net Book Value
 �� – Gross Book Value
 ����� – price change index
 � ��� – Weighted Average Cost of Capital
 The first part of the equation reflects the assumption that an asset’s economic benefits are consumed in
 equal proportions over its useful life, while the latter is proportional to price changes and cost of capital.
 Standard annuity calculates recurring capital payments for a given number of periods as a sum of total
 economic depreciation and capital costs:
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 � � ��� � � ���
 ! � " !! � � ���#
 ��
 It is also possible to reflect economic value of an asset using the tilted annuity method. The aim of tilted
 annuity is to:
 � Smooth the unit costs by calculating equal charge of capital cost and depreciation over the whole
 period of cost recovery;
 � Adjust the level of cost recovery to the changes of Modern Equivalent Asset prices in year of
 calculation.
 The annual CAPEX costs under the tilted annuity method are calculated according to the following
 formula:
 $ � %&$ � ' ($$ � )*+,-
 ! � "! � )*+,-! � ' ($$#./
 The major advantage of tilted annuity over standard annuity is that it takes into account the adjustment of
 prices of MEA in all years of calculation. In comparison to standard annuity, this method results in higher
 capital payments if the price of an asset decreases and lower capital payments if the price of an assets
 grows. Almost exclusively, in telecommunication industry, the prices of assets have decreasing trend.
 It is also possible to reflect the economic value of an asset using economic depreciation methodology.
 The aim of calculation of economic depreciation is to:
 � reflect an ongoing character of investments and “smooth” costs for the whole period of cost
 recovery;
 � smooth the unit costs in regard to changing infrastructure utilization over the whole period of cost
 recovery;
 � adjust the level of cost recovery to the changes of Modern Equivalent Asset prices in all periods
 of cost recovery separately
 in such manner that the sum of the present value of all incurred capital investments is equal to the sum
 of the present value of all recovered costs.
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 The major benefit of the calculation of economic depreciation is that it takes into consideration changing
 infrastructure utilization and mitigates its impact by spreading it over the whole period of cost recovery.
 This could be important if the utilization of the network changes considerably from year to year due to
 network roll-out that is not effectively utilized by the increase of the traffic demand in short term. In such
 case, the justified cost of lower utilization would be back loaded and recovered in equal charge over
 whole period of cost recovery.
 Moreover, development of an economic depreciation model requires much more input data and
 assumptions (that have to be provided by the operators) than other depreciation methods. This is due to
 the fact that economic depreciation calculation is based on the whole period of cost recovery (30 or more
 years) and each year of calculation requires an assumption on the profile of price changes and service
 volume.
 Another drawback of economic depreciation is that it requires a consideration of the entire lifespan of the
 network and, due to the increasing with time discount factor applied to each cost, the calculation will
 place considerable emphasis on historic events. If a hypothetical operator made less efficient business
 decisions in early years, those decisions may have larger impact on the calculated depreciation in the
 following years.
 Because of the practical as well as theoretical difficulties with the calculation of economic depreciation
 more simple approaches are preferred. Tilted annuity approach generates a depreciation profile similar
 to that of economic depreciation assuming lack of considerable changes in the utilization of the network
 from year to year and requires much less input data from operators and estimates to be made.
 Charts 1 and 2 present an exemplary comparison of profiles of economic depreciation and tilted annuity
 depreciation.
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 Chart 1: Economic depreciation and tilted annuity
 depreciation under the assumption of constant
 volume of services and decreasing prices of MEA.
 Chart 2: Economic depreciation and tilted
 annuity depreciation under the assumption of
 increasing volume of services and decreasing
 prices of MEA.
 The table below presents the main assumptions used to present comparison of profiles of economic
 depreciation and tilted annuity depreciation.
 Parameter Chart 1 Chart 2 Period of analysis 30 years 30 years
 Asset lifetime 10 years 10 years
 Price change -1% -1%
 Services volume change 0% 1%
 WACC 12% 12%
 The situation presented on Chart 2 is based on the assumption that the increasing volume of services
 will cause additional investments in some period of time, after which level of infrastructure utilization is
 lower than the most efficient. The “smoothing” of “volatile” level of utilization is included in the economic
 depreciation, while the tilted annuity method does not take it into consideration.
 Considering all the above, BU LRAIC model will include straight-line and annuity (standard or tilted)
 methods where the tilted annuity approach generates a depreciation profile which is most similar to that
 of economic depreciation.
 ����
 ����
 ����
 ����
 ����
 ����
 ����
 ����
 ����
 ����
 ���
 � � � � � � � � � � � � ��
 ����������
 ��
 ������������� ������ ���������������
 ����
 ����
 ����
 ����
 ����
 ����
 ����
 ����
 ����
 ����
 ���
 � � � � � � � � � � � � ��
 ����������
 ��
 ������������� ������ ���������������



						
LOAD MORE                    

                                    


                
                    
                    
                                        
                

                

                        


                    

                                                    
                                MSAN Network

                            

                                                    
                                VDSL2 Vectoring for Maximized Service Coverage · MSAN/IP DSLAM Optical Line Terminal 3G/4G Base Station DSL WAN Access EtherWAN Access Wireless Access Home/Office Fiber ONU Central

                            

                                                    
                                FM MSAN Commissioning

                            

                                                    
                                Msan/Ip Dslam/Blc

                            

                                                    
                                TUTHILL LUBRICANTSsemi-synthetic lubricants, meaning fewer oil change intervals, reduced down time, and greater cost savings. ... MD FG 16444-MD1-Q-FG 16444-MD1-G-FG 16444-MD1-5G-FG

                            

                                                    
                                MODEL VMG3925VMG3925--B10AB10A - goamt.com€¦ · MSAN/IP DSLAM Optical Line Terminal 3G/4G Base Station. DSL WAN Access EtherWAN Access Wireless Access. Home/Office. Fiber …

                            

                                                    
                                Si3000 Msan en Web

                            

                                                    
                                Telstra’s PSTN Originating Access exemption applications ... OA... · MSAN multi-service access node 4 . NBN National Broadband Network NGA next generation access NGN next generation

                            

                                                    
                                NGN - Athens University of Economics and Business · Towards the NGN (Next Generation ... Network is IP-based ... MSAN MSAN MSAN MSAN MSAN MSAN MSAN MSAN MSAN Core Network ISP 2 ISP

                            

                                                    
                                MSAN access & interconnection Consult21 Industry Working Group 10 Jan 2005

                            

                                                    
                                Telstra’s PSTN Originating Access exemption applications – CBD …s PSTN OA... · MSAN multi-service access node NBN National Broadband Network NGA next generation access 3 

                            

                                                    
                                Hsqr- Access Network Pldt Msan

                            

                                                    
                                MSAN (Muliti Service Access Node) Soft switches Austria - MSAN... · MSAN (Muliti Service Access Node) Soft switches Atzwanger Joachim ITSF 2009 ROM. 2 Overview ... IP S 2x GE Hairpin

                            

                                                    
                                MSAN (Muliti Service Access Node) Soft switches

                            

                                                    
                                VoiceCOM 8000 MSAN

                            

                                                    
                                Neide Telecom MSAN 2013

                            

                                                    
                                Dm Mini Msan

                            

                                                    
                                Steps for Msan Migracion

                            

                                                    
                                AN2000 MSAN Presentaation

                            

                                                    
                                MSAN Project Last Version

                            

                                                    
                                Template Word MSAN

                            

                                                    
                                Troubleshooting MSAN Huawei UA5000

                            

                                                    
                                Enhancing the DBSCAN and Agglomerative Clustering ...imoustafa.kau.edu.sa/Files/611/Researches/61965_33005.pdf · Multi Service Access Node (MSAN). MSAN is one of the dominant access

                            

                                                    
                                MSAN 8024 Overview

                            

                                                    
                                Azmoon-DLC ULC-1000AN MSAN E.pdf · ¾ Flexible system configuration to different NE, such as DLC, E1 Channel bank, DAC, DSLAM, VoIP Access ... Local Exchange ULC-1000AN MSAN STM-1/STM-4

                            

                                                    
                                MSAN UA5000

                            

                                                    
                                RFI / RFQ MSAN - ETB

                            

                                                    
                                Msan/Ip Dslam

                            

                                                    
                                MSAN & MSAN-RDN COMPARISON

                            

                                                    
                                MSAN Interconnect

                            

                                                    
                                MSAN Huawei

                            

                                                    
                                DES. COD.NUMERO NOMBRE DIRECCION MSAN. …...DES. COD.NUMERO NOMBRE DIRECCION MSAN. ISLA TRINITARIA 213637 SANCHEZ FARFAN JAIME RODOLFO COOP.POLO SUR MZ.W.S24 MSAN. ISLA TRINITARIA

                            

                                                    
                                ZTE Manual MSAN

                            

                                                    
                                Msan Boards

                            

                                                    
                                ZXA10 MSAN Technical Specification

                            

                        
                    

                                    

            

        

    

















    
        
            
                	About us
	Contact us
	Term
	DMCA
	Privacy Policy



                	English
	Français
	Español
	Deutsch


            

        

        
            
                Copyright © 2022 VDOKUMENTS

            

                            
                    	
	


                

                    

    









    


