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Chapter 5
 Analytic ProjectiveGeometry
 5.1 Line and Point Coordinates: Duality in P2
 Consider a line in E2 defined by the equation
 X0 +X1x+X2y = 0. (5.1)
 The locus that the variable points (x, y) trace out are characterised by theconstants Xi. The equation contains two bilinear terms and one linear term. Ifwe use homogeneous coordinates, we get
 X0 +X1
 (x1
 x0
 )+X2
 (x2
 x0
 )= 0,
 or
 X0x0 +X1x1 +X2x2 =
 2∑i=0
 Xixi = 0. (5.2)
 Equation (5.2) is now homogeneous, that is, all three terms are now bilinear.The equation is symmetric in both the X’s and the x’s and has a much morepleasing form than the original in Equation (5.1). Because of the duality in theprojective plane P2 we may consider this the equation of a line, or of a point.The numbers x0, x1, x2 are called the coordinates of the point (x0 : x1 : x2).The numbers X0, X1, X2 are the coordinates of the line [X0 : X1 : X2]. Thereare two cases to consider.
 1. Line equation, line coordinates. When (x0 : x1 : x2) is a variable point
 on a fixed line with coordinates [X0 : X1 : X2], then
 2∑i=0
 Xixi = 0 is a line
 equation generating a range of points.
 151
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152 CHAPTER 5. ANALYTIC PROJECTIVE GEOMETRY
 2. Point equation, point coordinates. When [X0 : X1 : X2] is a variable
 line on a fixed point with coordinates (x0 : x1 : x2), then
 2∑i=0
 Xixi = 0 is
 a point equation generating a pencil of lines.
 5.1.1 Collinear Points and Concurrent Lines
 1. The line determined by the distinct points (x0 : x1 : x2) and (y0 : y1 : y2)yields two equations
 X0x0 +X1x1 +X2x2 = 0,
 X0y0 +X1y1 +X2y2 = 0,
 and three unknowns: the line coordinates [X0 : X1 : X2]. Since [0 : 0 : 0]is not in the set, we can always consider the ratios (X1/X0) and (X2/X0).This suggests we divide each equation by X0 and then use Cramer’s ruleto solve for the two ratios.
 We recall Cramer’s rule here for convenience. If Ax = b is a system of nlinear equations in n unknowns such that the determinant |A| 6= 0, thenthe system has a unique solution. This solution is
 x0 =|A0||A|
 , x1 =|A1||A|
 , x2 =|A2||A|
 , · · · xn =|An||A|
 , (5.3)
 where Ai is the matrix obtained by replacing the elements in the ith
 column of A by the elements in the vector
 b =
 b0b1b2...bn
 .
 Now, using Cramer’s rule we find
 X1
 X0=
 ∣∣∣∣ −x0 x2
 −y0 y2
 ∣∣∣∣∣∣∣∣ x1 x2
 y1 y2
 ∣∣∣∣ ,X2
 X0=
 ∣∣∣∣ x1 −x0
 y1 −y0
 ∣∣∣∣∣∣∣∣ x1 x2
 y1 y2
 ∣∣∣∣ .Since switching two columns in a determinant will change its sign thesolutions could be written as
 X1
 X0=
 ∣∣∣∣ x2 x0
 y2 y0
 ∣∣∣∣∣∣∣∣ x1 x2
 y1 y2
 ∣∣∣∣ ,X2
 X0=
 ∣∣∣∣ x0 x1
 y0 y1
 ∣∣∣∣∣∣∣∣ x1 x2
 y1 y2
 ∣∣∣∣ .
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 Thus, the homogeneous coordinates of the line are
 [X0 : X1 : X2] =
 [∣∣∣∣ x1 x2
 y1 y2
 ∣∣∣∣ :
 ∣∣∣∣ x2 x0
 y2 y0
 ∣∣∣∣ :
 ∣∣∣∣ x0 x1
 y0 y1
 ∣∣∣∣] , (5.4)
 assuming not all these determinants are zero. Since
 ∣∣∣∣ a bc d
 ∣∣∣∣ = 0 if and
 only if it’s rows are proportional, we can deduce that if all the determinantswere zero then the point coordinates (x0 : x1 : x2) and (y0 : y1 : y2) areproportional and hence, represent the same point. This contradicts theoriginal statement that the points are distinct.
 2. Consider the point of intersection determined by the two distinct lines[X0 : X1 : X2] and [Y0 : Y1 : Y2]. By the principle of duality in P2, weobtain the homogeneous coordinates of the point by simply replacing thexi and yi with Xi and Yi in Equation (5.4) to obtain the expression forthe homogeneous coordinates of the point of intersection, giving
 (x0 : x1 : x2) =
 (∣∣∣∣ X1 X2
 Y1 Y2
 ∣∣∣∣ :
 ∣∣∣∣ X2 X0
 Y2 Y0
 ∣∣∣∣ :
 ∣∣∣∣ X0 X1
 Y0 Y1
 ∣∣∣∣) . (5.5)
 Examples
 (a) The equation of a line with coordinates [1 : 2 : 3] is x0+2x1+3x2 = 0.
 (b) The coordinates of the line 2x0 − 4x1 + 5x2 = 0 are [2 : −4 : 5].
 (c) The equation of the point (2 : −1 : 0) is 2X0 −X1 = 0.
 (d) The coordinates of the point X0 −X2 = 0 are (1 : 0 : −1).
 (e) The point of intersection of the two lines
 3x0 − 2x1 + 4x2 = 0, and
 4y0 + 2y1 − 3y2 = 0,
 is (∣∣∣∣ −2 42 −3
 ∣∣∣∣ :
 ∣∣∣∣ 4 3−3 4
 ∣∣∣∣ :
 ∣∣∣∣ 3 −24 2
 ∣∣∣∣) =
 (−2 : 25 : 14) = (x0 : x1 : x2) = (y0 : y1 : y2) .
 5.2 Plane and Point Coordinates: Duality in P3
 Duality in projective space P3, the dual elements are points and planes, notpoints and lines as in P2. Regardless, as in the projective plane P2, there arealso two cases to consider in P3.
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154 CHAPTER 5. ANALYTIC PROJECTIVE GEOMETRY
 1. Plane Equation, Plane Coordinates. When (x0 : x1 : x2 : x3) is a vari-able point on a fixed plane with coordinates [X0 : X1 : X2 : X3], then
 X0x0 +X1x1 +X2x2 +X3x3 =
 3∑i=0
 Xixi = 0
 is a plane equation. This equation generates a range of points.
 2. Point equation, Point coordinates. When [X0 : X1 : X2 : X3] is a vari-able plane on a fixed point with coordinates (x0 : x1 : x2 : x3), then
 X0x0 +X1x1 +X2x2 +X3x3 =
 3∑i=0
 Xixi = 0
 is a point equation. This equation generates a bundle of planes.
 5.2.1 Concurrent Planes, Coplanar Points
 The point coordinates of the point of intersection of three concurrent planes,and the plane coordinates of the plane defined by three non-collinear points canbe determined using Cramer’s rule in the same way as the point coordinates ofthe point of intersection of two lines, or the line determined by two points in theplane. The point of intersection of 3 non-collinear planes [X0 : X1 : X2 : X3],[Y0 : Y1 : Y2 : Y3], and [Z0 : Z1 : Z2 : Z3] has point coordinates
 (x0 : x1 : x2 : x3) =∣∣∣∣∣∣X1 X2 X3
 Y1 Y2 Y3
 Z1 Z2 Z3
 ∣∣∣∣∣∣ : −
 ∣∣∣∣∣∣X0 X2 X3
 Y0 Y2 Y3
 Z0 Z2 Z3
 ∣∣∣∣∣∣ :
 ∣∣∣∣∣∣X0 X1 X3
 Y0 Y1 Y3
 Z0 Z1 Z3
 ∣∣∣∣∣∣ : −
 ∣∣∣∣∣∣X0 X1 X2
 Y0 Y1 Y2
 Z0 Z1 Z2
 ∣∣∣∣∣∣ =
 ∣∣∣∣∣∣X1 X2 X3
 Y1 Y2 Y3
 Z1 Z2 Z3
 ∣∣∣∣∣∣ :
 ∣∣∣∣∣∣X0 X3 X2
 Y0 Y3 Y2
 Z0 Z3 Z2
 ∣∣∣∣∣∣ :
 ∣∣∣∣∣∣X0 X1 X3
 Y0 Y1 Y3
 Z0 Z1 Z3
 ∣∣∣∣∣∣ :
 ∣∣∣∣∣∣X0 X2 X1
 Y0 Y2 Y1
 Z0 Z2 Z1
 ∣∣∣∣∣∣ , (5.6)
 where the negative signs have been eliminated by switching the last two columnsin the determinants that correspond to x1 and x3.
 Because of the duality in projective space, the plane coordinates of the planedetermined by 3 non-collinear points (x0 : x1 : x2 : x3), (y0 : y1 : y2 : y3), and
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 (z0 : z1 : z2 : z3) are
 [X0 : X1 : X2 : X3] =
 ∣∣∣∣∣∣x1 x2 x3
 y1 y2 y3
 z1 z2 z3
 ∣∣∣∣∣∣ :
 ∣∣∣∣∣∣x0 x3 x2
 y0 y3 y2
 z0 z3 z2
 ∣∣∣∣∣∣ :
 ∣∣∣∣∣∣x0 x1 x3
 y0 y1 y3
 z0 z1 z3
 ∣∣∣∣∣∣ :
 ∣∣∣∣∣∣x0 x2 x1
 y0 y2 y1
 z0 z2 z1
 ∣∣∣∣∣∣ . (5.7)
 5.2.2 Incidence and Intersection Conditions: Lines in P2
 The rank of a matrix plays an important role in what follows. The rank of anm×n matrix A, indicated by the non-zero integer r(A), is the dimension of thecolumn space of A. In other words, the rank is the maximum number of linearlyindependent columns of the matrix. A remarkable theorem in linear algebra isthat the maximum number of linearly independent columns in an m×n matrixis the same as the maximum number of linearly independent rows [1]. If m isthe number of rows and n is the number of columns, the rank of an m×n matrixcannot be larger than the smaller of m or n. Another way of looking at this isthat the maximum rank of a rectangular matrix cannot exceed the dimension ofthe largest square submatrix that it contains. For example, the rank of a 4× 2matrix cannot be greater than 2, because the dimension of largest submatrixis 2 × 2. Similarly, a the rank of 3 × 4 cannot exceed 3. Clearly, the rank ofa non-trivial matrix which contains at least one non-zero element must be anon-zero integer because the matrix has at least one non-zero element.
 Given two lines X0x0 +X1x1 +X2x2 = 0 and Y0x0 + Y1x1 + Y2x2 = 0 in P2
 with line coordinates [X0 : X1 : X2] and [Y0 : Y1 : Y2], then the maximum rankof the system of lines is r = 2, and is denoted
 rank
 (X0 X1 X2
 Y0 Y1 Y2
 )= r.
 For any 3×2 matrix, the non-zero integer value for the rank means the following.
 1. If r = 1, both lines are identical.
 2. If r = 2 the lines possess one real intersection determined by Equa-tion (5.5).
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156 CHAPTER 5. ANALYTIC PROJECTIVE GEOMETRY
 5.2.3 Conditions for a Plane and a Line in P3
 In P3 a line is defined as the intersection of two planes πi and πj , l = πi ∩ πj .Consider these together with an arbitrary plane π
 l · · ·π1 : X0x0 +X1x1 +X2x2 +X3x3 = 0,
 π2 : Y0x0 + Y1x1 + Y2x2 + Y3x3 = 0,
 π : Z0x0 + Z1x1 + Z2x2 + Z3x3 = 0.
 Then the following significance is associated with the rank r of the coefficientmatrix
 r = rank
 X0 X1 X2 X3
 Y0 Y1 Y2 Y3
 Z0 Z1 Z2 Z3
 .
 1. If r = 1 the three planes are identical.
 2. If r = 2, the line l lies in plane π.
 3. If r = 3 the line l and plane π have exactly one intersection given by theintersection of the three planes π1, π1, and π, which can be determinedwith Equation (5.6).
 5.2.4 Conditions for Planes in P3
 Given three planes in P3:
 3∑i=0
 Xixi = 0,
 3∑i=0
 Yixi = 0,
 3∑i=0
 Zixi = 0.
 The rank of the plane coordinate matrix is denoted
 r = rank
 X0 X1 X2 X3
 Y0 Y1 Y2 Y3
 Z0 Z1 Z2 Z3
 .
 The integer value of r means the following.
 1. If r = 1 the three planes are identical.
 2. If r = 2 the planes belong to an axial pencil, that is they have one line incommon and are but one trio in the infinite family of all planes containingthe one line.
 3. If r = 3 the planes possess exactly one real point of intersection given byEquation (5.6).
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 5.2.5 Conditions for Two Lines in P3
 Consider the two lines l1 and l2
 l1 · · ·π1 : X10x0 +X11x1 +X12x2 +X13x3 = 0,
 π2 : X20x0 +X21x1 +X22x2 +X23x3 = 0,
 l2 · · ·π3 : X30x0 +X31x1 +X32x2 +X33x3 = 0,
 π4 : X40x0 +X41x1 +X42x2 +X43x3 = 0.
 The following is true for l1 and l2 in P3 according to the rank of the 4× 4 planecoordinate matrix
 rank
 X10 · · · X13
 .... . .
 ...X40 · · · X43
 = r.
 1. If r = 1 the four planes are identical.
 2. If r = 2 both lines are identical.
 3. If r = 3 the lines possess one intersection which is determined by Equa-tion (5.6).
 4. If r = 4 both lines are skew and possess no point of intersection.
 5.2.6 General Parametric Equation for a Line in 3D Space
 A line l can be described in a Cartesian coordinate system in vectorial parametricform as
 x = a + tb, (5.8)
 where x is the position vector of any point on the line, a is the position vectorof a particular point on the line, b is a vector parallel to the line, and t ∈ R.This is called a parametric equation because the line l is traced out by x as tvaries between −∞ and ∞, which is illustrated in Figure 5.1. But, as indicatedin Section 5.2.3, in P3 a line can be represented as the intersection of two planes
 l · · ·π1 : X0x0 +X1x1 +X2x2 +X3x3 = 0,
 π2 : Y0x0 + Y1x1 + Y2x2 + Y3x3 = 0.
 We can always redefine the point coordinates as Cartesian coordinates by di-viding the homogeneous coordinates by x0 which changes the two equations tobe
 l · · ·π1 : X0 +X1x+X2y +X3z = 0,
 π2 : Y0 + Y1x+ Y2y + Y3z = 0.
 Now, without loss in generality, we can set one of the Cartesian coordinates tobe the parameter, let’s say z = t. This gives two equations in the remaining
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158 CHAPTER 5. ANALYTIC PROJECTIVE GEOMETRY
 Figure 5.1: Parametric representation of a line.
 two unknowns x and y, which we can express in vector-matrix form, giving
 π1 : X0 +X1x+X2y +X3t = 0,
 π2 : Y0 + Y1x+ Y2y + Y3t = 0,
 ⇒[X1 X2
 Y1 Y2
 ] [xy
 ]= −
 [X0 +X3tY0 + Y3t
 ].
 We can solve simultaneously for x and y using Cramer’s rule. To do so, it mustbe that ∣∣∣∣ X1 X2
 Y1 Y2
 ∣∣∣∣ = ∆ 6= 0. (5.9)
 If ∆ = 0 but
 r
 (X0 X1 X2 X3
 Y0 Y1 Y2 Y3
 )= 2,
 then the line is parallel to either the x or y basis vector direction. In this case,choose another pair of variables to solve for, either x and z, or y and z, sincethe two planes must intersect because r = 2. Assuming ∆ 6= 0, one finds
 x =1
 ∆
 ∣∣∣∣ −(X0 +X3t) X2
 −(Y0 + Y3t) Y2
 ∣∣∣∣=
 1
 ∆(−Y2(X0 +X3t) +X2(Y0 + Y3t)) ,
 =1
 ∆(X2Y0 −X0Y2 + t(X2Y3 −X3Y2)) ,
 and
 y =1
 ∆
 ∣∣∣∣ X1 −(X0 +X3t)Y1 −(Y0 + Y3t)
 ∣∣∣∣=
 1
 ∆(−X1(Y0 + Y3t) + Y1(X0 +X3t)) ,
 =1
 ∆(X0Y1 −X1Y0 + t(X3Y1 −X1Y3)) .
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 Thus the general parametric equation for the line in a Cartesian coordinatespace has the form
 x =
 xyz
 =1
 ∆
 X2Y0 −X0Y2
 X0Y1 −X11Y0
 0
 + t
 1∆ (X2Y3 −X3Y2)1∆ (X3Y1 −X1Y3)
 1
 . (5.10)
 5.2.7 Arithmetic Examples
 1. Investigate the mutual location(s) shared by the three planes
 π1 : −11x0 + x1 + x2 + 2x3 = 0,
 π2 : −45x0 + 3x1 + 7x2 + 6x3 = 0,
 π3 : 16x0 + x1 − 8x2 + 2x3 = 0.
 Solution
 The mutual locations shared by the planes is investigated by evaluating therank of the plane coordinate coefficient matrix, in this case by performingelementary row reduction operations on the coefficient matrix: 1 1 2 −11
 3 7 6 −451 −8 2 16
 ∼ 1 1 2 −11
 0 4 0 −120 −9 0 27
 ∼ 1 1 2 −11
 0 1 0 −30 −1 0 3
 ∼ 1 1 2 −11
 0 1 0 −30 0 0 0
 ⇒ r = 2.
 Hence r = 2 and the three planes form an axial pencil of planes.
 2. Find a parametric equation for the axis of the pencil from the previousexample.
 Solution
 The axis can be described as the line of intersection of any two of thespecified planes, for instance, π1 ∩ π3. Next, check the numerical value of∆.
 ∆ =
 ∣∣∣∣ X11 X12
 X31 X32
 ∣∣∣∣ =
 ∣∣∣∣ 1 11 −8
 ∣∣∣∣ = −9 6= 0. (5.11)
 Since ∆ 6= 0 we can use Equation 5.10 directly to obtain xyz
 =
 830
 + t
 −201
 .
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 3. In projective space P3 two lines are given as l1 = π1 ∩π2 and l2 = π3 ∩π4.Determine if the lines intersect, and if they do what are the coordinatesof the point of intersection?
 l1 · · ·π1 : x0 − 2x1 − 2x2 = 0,
 π2 : −x0 + 3x1 + 2x2 + 4x3 = 0,
 l2 · · ·π3 : x0 − 2x1 + x2 − 2x3 = 0,
 π4 : x1 + 2x2 + 3x3 = 0.
 Solution
 First, determine the rank of the coefficient matrix.1 −2 −1 0−1 3 2 41 −2 1 −20 1 2 3
 ∼
 1 −2 −1 00 1 2 30 1 1 40 0 −2 4
 ∼
 1 −2 −1 00 1 2 30 0 1 −10 0 −1 1
 ∼
 1 −2 −1 00 1 2 30 0 1 −10 0 0 0
 ⇒ r = 3.
 Since r = 3 both lines l1 and l2 intersect, which agrees with Section 5.2.5.To determine the homogeneous coordinates of the point of intersection wecan select any three of the four given planes and use Equation (5.6). Forplanes π1, π2, and π3 we obtain
 x0 =
 ∣∣∣∣∣∣∣∣X11 X12 X13
 X21 X22 X23
 X31 X32 X33
 ∣∣∣∣∣∣∣∣ =
 ∣∣∣∣∣∣∣∣−2 −1 0
 3 2 4
 −2 1 −2
 ∣∣∣∣∣∣∣∣ = 18,
 x1 =
 ∣∣∣∣∣∣∣∣X10 X13 X12
 X20 X23 X22
 X30 X33 X32
 ∣∣∣∣∣∣∣∣ =
 ∣∣∣∣∣∣∣∣1 0 −1
 −1 4 2
 1 −2 1
 ∣∣∣∣∣∣∣∣ = 10,
 x2 =
 ∣∣∣∣∣∣∣∣X10 X11 X13
 X20 X21 X23
 X30 X31 X33
 ∣∣∣∣∣∣∣∣ =
 ∣∣∣∣∣∣∣∣1 −2 0
 −1 3 4
 1 −2 −2
 ∣∣∣∣∣∣∣∣ = −2,
 x3 =
 ∣∣∣∣∣∣∣∣X10 X12 X11
 X20 X22 X21
 X30 X32 X31
 ∣∣∣∣∣∣∣∣ =
 ∣∣∣∣∣∣∣∣1 −1 −2
 −1 2 3
 1 1 −2
 ∣∣∣∣∣∣∣∣ = −2,
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 Assembling the individual determinants gives the coordinate ratios
 (x0 : x1 : x2 : x3) = (18 : 10 : −2 : −2) = (9 : 5 : −1 : −1).
 5.2.8 Skew Lines
 In three-dimensional geometry, skew lines are two lines that do not intersectand are not parallel, see Figure 5.2. An example of a pair of skew lines are twodistinct lines in the same regulus of a hyperbolic paraboloid, or a hyperboloidof one sheet. Two lines that both lie in the same plane must either cross eachother or be parallel, so skew lines can exist only in three or more dimensions.Two lines are skew if and only if they are not coplanar.
 Figure 5.2: Two skew lines in E3.
 A pair of skew lines is always defined by a set of four non-coplanar pointsthat form the vertices of a tetrahedron which possesses non-zero volume. Letthe position vectors of the four non-coplanar 3D points be a, b, c, and d. Thevolume of the corresponding tetrahedron is the positive number given by
 V =
 ∥∥∥∥1
 6
 ∣∣ a− d b− d c− d∣∣∥∥∥∥ , (5.12)
 or any other combination of pairs of vertices that form a simply connected graph.For example consider the following four points
 a =
 −209
 , b =
 111−3
 , c =
 0012
 , d =
 521
 .Applying Equation (5.12) to the four position vectors yields
 V =
 ∥∥∥∥∥∥∥∥1
 6
 ∣∣∣∣∣∣∣∣−7 −4 −5
 −2 9 −2
 8 −4 11
 ∣∣∣∣∣∣∣∣∥∥∥∥∥∥∥∥ =
 341
 6,
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 which is a positive non-zero number, leading to the conclusion that the fourpoints are indeed contained on two skew lines. But, the question naturallyarises: what pairing of the four points are on the two skew lines? Clearly, thevertices of a tetrahedron of non-zero volume represent six lines where each vertexis the intersection of three of the lines. However, inspection of the tetrahedronin Figure 5.3 reveals that every pair of opposite edges forms a pair of skew lines.
 Figure 5.3: Tetrahedron in E3.
 If l1 and l2 are two skew lines in E3 with parametric equations
 l1 : x1 = a1 + t1b1,
 l2 : x2 = a2 + t2b2,
 where b1 and b2 are the direction vectors of the lines, then a line F1F2 existswhich is mutually orthogonal to l1 and l2, where l1 contains point F1 and l2contains point F2. The line segment F1F2 is called the common normal of l1and l2 and represents the shortest distance between the skew lines.
 The direction of the common normal is determined by the cross product ofthe direction vectors of the lines
 n = b1 × b2.
 The unit vector in this direction is
 u =b1 × b2
 |b1 × b2|.
 The length of the common normal, d, is obtained with
 d = ‖u · (a2 − a1)‖. (5.13)

Page 13
                        
                        

5.2. PLANE AND POINT COORDINATES: DUALITY IN P3 163
 Clearly, a condition for intersection of l1 and l2 is that d from Equation (5.13)equates to zero. Then, another test for skewness of two lines specified by twoparametric equations is that
 d = ‖u · (a2 − a1)‖ 6= 0. (5.14)
 The length of the common normal is the distance between points F1 and F2,the pair of points that are nearest to each other on each line. To determine theposition vectors of F1 and F2 we first need to define two new vectors, namely
 n2 = b2 × n,
 n1 = b1 × n.
 The position vector of F1 is f1 and is obtained with
 f1 = a1 +(a2 − a1) · n2
 b1 · n2b1. (5.15)
 Similarly, the position vector of F2 is f2 and is obtained with
 f2 = a2 +(a1 − a2) · n1
 b2 · n1b2. (5.16)
 Formal proofs for these relations may be found in [2].
 Example
 Find the respective locations of the end points F1 and F2, and the length of theshortest connecting line segment, if they exist, on each of the two lines l1 andl2 determined by the two parametric linear equations
 l1 : x1 =
 −209
 + t1
 203
 ,l2 : x2 =
 111−3
 + t2
 4−93
 .
 Solution
 First, we check if the lines are indeed skew by computing length d usingEquation (5.13) and find
 d =
 ∥∥∥∥∥∥∥1
 33
 27
 6
 −18
 · 3
 11
 −12
 ∥∥∥∥∥∥∥ ,
 = 11,
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 which is a real non-zero number, and hence the two lines are indeed skew.The locations of the points F1 and F2 are determined using Equations (5.15)
 and (5.16), yielding
 f1 =
 −2
 0
 9
 +
 1
 11
 −3
 −−2
 0
 9
 ·
 144
 153
 267
 2
 0
 3
 ·144
 153
 267
 2
 0
 3
 ,
 =
 −4
 0
 6
 ,
 f2 =
 1
 11
 −3
 +
 −2
 0
 9
 − 1
 11
 −3
 ·
 −18
 117
 12
 4
 −9
 3
 ·−18
 117
 12
 4
 −9
 3
 ,
 =
 5
 2
 0
 .It is easy to check that f1 and f2 require that t1 = −1 and that t2 = 1. Moreover,it is simple to confirm the length of the common normal being d = 11 bycomputing the length of the distance between f1 and f2:
 ‖f2 − f1‖ = 11.
 5.3 Plucker Coordinates
 We will now examine some arithmetic applications using Plucker coordinates[3, 4], a special case of Grassmann coordinates [5] which were introduced inChapter 4. Recall from that chapter these line coordinates can be considered intwo ways.
 1. The line between two points giving Plucker line coordinates, or ray coor-dinates as they are sometimes called.
 2. The line of intersection between two planes giving Plucker axial coordi-nates.
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 The Plucker line coordinates are the six numbers that are generated from thehomogeneous coordinates of two points in 3D space
 pik =
 ∣∣∣∣ xi xkyi yk
 ∣∣∣∣ i, k ∈ 0, . . . , 3, i 6= k.
 Of the twelve possible sub-determinants, only six are independent, since pik =−pki. Historically, the following six are used for line coordinates
 (p01 : p02 : p03 : p23 : p31 : p12). (5.17)
 Recall also that the Plucker coordinates are super-abundant by two becauseonly four generalised coordinates are required to determine a unique line inthree dimensions. Hence, there must be two constraints on the six parameters.First, because the coordinates are homogeneous, there are only five independentratios. It necessarily follows that
 (p01 : p02 : p03 : p23 : p31 : p12) 6= (0 : 0 : 0 : 0 : 0 : 0). (5.18)
 Second, the six numbers must obey the following quadratic condition
 p01p23 + p02p31 + p03p12 = 0. (5.19)
 The first three elements of the Plucker coordinates can be thought of as aposition vector pointing in the direction of the line, known as a spear, whilethe last three represent the moment that the line makes with respect to thecoordinate system origin in which the points that are used to generate the linecoordinates are described. The two sets of three numbers may be describedas two dual vectors d and m, and together comprise the Plucker array of sixnumbers:
 (
 d︷ ︸︸ ︷p01 : p02 : p03 :
 m︷ ︸︸ ︷p23 : p31 : p12). (5.20)
 5.3.1 Normalised Plucker Coordinates
 Plucker line coordinates are normalised in the following way
 p =(p01 : p02 : p03)√p2
 01 + p202 + p2
 03
 , (5.21)
 p =(p23 : p31 : p12)√p2
 01 + p202 + p2
 03
 . (5.22)
 The Euclidean interpretation of normalised Plucker line coordinates is that, nowas a unit vector, p represents the unit direction vector of the line and p, which isnot necessarily a unit vector, represents the moment of the line about the origin
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 Figure 5.4: Normalised Plucker line coordinates.
 in the coordinate system in which the points defining the line are described, seeFigure 5.4 for example. It is clear that
 p · p = 1.
 While in the notation of Figure 5.4
 p = a× p,
 and because p has unit length
 a⊥ = p× p,
 where a⊥ is perpendicular to the line l, and the magnitude of a⊥ is equal to themagnitude of p
 a⊥ ⊥ l,
 ‖a⊥‖ = ‖p‖.
 The free vector of the moment, p = a × p, is perpendicular to both a and p.Hence
 p · p = p · (a× p) = 0.
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 Example
 Determining Plucker line coordinates given two points x and y in E3, wherex = (3, 0, 2)T , y = (4, 1, 0)T , and demonstrate that they satisfy the Pluckeridentity given by Equation (5.19) thereby meaning the six coordinates indeedrepresent a line. Additionally, show that the relation p = a× p holds.
 Solution
 Define x and y as homogeneous coordinates where
 x =x1
 x0, y =
 x2
 x0, z =
 x3
 x0, and set x0 = 1,
 ⇒ x = (1 : 3 : 0 : 2), y = (1 : 4 : 1 : 0).
 Consider the sub-determinants pik =
 ∣∣∣∣ xi xkyi yk
 ∣∣∣∣ , i 6= k for
 [x0 x1 x2 x3
 y0 y1 y2 y3
 ]=
 [1 3 0 21 4 1 0
 ],
 p01 =
 ∣∣∣∣ x0 x1
 y0 y1
 ∣∣∣∣ =
 ∣∣∣∣ 1 31 4
 ∣∣∣∣ = 1,
 p02 =
 ∣∣∣∣ x0 x2
 y0 y2
 ∣∣∣∣ =
 ∣∣∣∣ 1 01 1
 ∣∣∣∣ = 1,
 p03 =
 ∣∣∣∣ x0 x3
 y0 y3
 ∣∣∣∣ =
 ∣∣∣∣ 1 21 0
 ∣∣∣∣ = −2,
 p23 =
 ∣∣∣∣ x2 x3
 y2 y3
 ∣∣∣∣ =
 ∣∣∣∣ 0 21 0
 ∣∣∣∣ = −2,
 p31 =
 ∣∣∣∣ x3 x1
 y3 y1
 ∣∣∣∣ =
 ∣∣∣∣ 2 30 4
 ∣∣∣∣ = 8,
 p12 =
 ∣∣∣∣ x1 x2
 y1 y2
 ∣∣∣∣ =
 ∣∣∣∣ 3 04 1
 ∣∣∣∣ = 3.
 Thus, the Plucker line coordinates are
 (p01 : p02 : p03 : p23 : p31 : p12) = (1 : 1 : −2 : −2 : 8 : 3).
 1. The question asking if the coordinates satisfy the Plucker condition isreally asking are they a line?
 p01p23 + p02p31 + p03p12 = −2 + 8− 6 = 0.
 We can conclude that the six numbers sattisfy the Plucker condition,Equation (5.19), hence they represent a line.
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 2. Is it true that p = a × p? This relation holds even without normalisingthe coordinates because of orthoganality.
 x× dp =
 ∣∣∣∣∣∣i j k3 0 21 1 −2
 ∣∣∣∣∣∣ =
 −283
 ,y × dp =
 ∣∣∣∣∣∣i j k4 1 01 1 −2
 ∣∣∣∣∣∣ =
 −283
 .5.3.2 Axial Coordinates
 The axial coordinates are differentiated from Plucker coordinates by denotingthem as pik. They are derived by considering the line of intersection betweentwo planes having plane coordinates X and Y[
 X0 X1 X2 X3
 Y0 Y1 Y2 Y3
 ].
 The coordinates are obtained by expanding the array of plane coordinates oftwo planes with the 2× 2 sub-determinants
 pik =
 ∣∣∣∣ Xi Xk
 Yi Yk
 ∣∣∣∣ ,leading to
 (p01 : p02 : p03 : p23 : p31 : p12). (5.23)
 It can be shown, but only after a significant amount of subscript manipula-tion, that axial coordinates and Plucker coordinates have the same componentsbut in different order [2]. It turns out that axial coordinates of a set of twoplane coordinates are related to the Plucker coordinates of two distinct pointson the line of intersection of the two planes in the following way:
 (p01 : p02 : p03 : p23 : p31 : p12) = (p23 : p31 : p12 : p01 : p02 : p03). (5.24)
 5.4 Operations With Plucker and Axial Coordi-nates
 Plucker line and axial coordinates lead to very convenient operations in linespace that may be implemented in much less cumbersome ways than in Eu-clidean point space. In what follows several will be discussed and demonstrated.
 5.4.1 Angle Between Lines
 A well known theorem in linear algebra is that the magnitude of the crossproduct of two vectors x and y is proportional to the angle ϑ between them:
 ‖x× y‖ = ‖x‖‖y‖ sinϑ (5.25)
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 Consider two Plucker arrays p and q representing two distinct lines where dp
 and dq are the vectors comprising the first three elements of p and q, respectively.If the lines intersect, the angle between the two lines can be determined usingdescriptive geometry in a view where the plane comprising the two intersectinglines appears in true shape. The angle between two nonintersecting lines is thesame as the angle between two intersecting lines that are, respectively, parallelto the nonintersecting skew lines. The angle can be computed using dp and dq
 as
 ϑ = sin−1
 (‖dp × dq‖‖dp‖‖dq‖
 )(5.26)
 If the Plucker arrays p and q are normalised, then the angle between the twolines is simply
 ϑ = sin−1 ‖p× q‖ (5.27)
 5.4.2 The Shortest Distance Between Two Lines
 Consider two lines given by Plucker arrays p and q. Do the lines intersect, oris there a shortest, perpendicular distance between them? We can answer thesequestions by first defining
 Ω(p, q) = p01q23 + p02q31 + p03q12 + p23q01 + p31q02 + p12q03. (5.28)
 The set of six bilinear terms are obtained as the Laplacian expansion alongthe top two rows of the 4× 4 matrix of homogeneous coordinates xi and yi onp and si and ti on q with i ∈ 0, 1, 2, 3, by some computation analogous toEquation (4.32) in Chapter 4. The array is organised as
 Ω(p, q) =
 ∣∣∣∣∣∣∣∣x0 x1 x2 x3
 y0 y1 y2 y3
 s0 s1 s2 s3
 t0 t1 t2 t3
 ∣∣∣∣∣∣∣∣ . (5.29)
 If p and q intersect, thenΩ(p, q) = 0, (5.30)
 because p and q are coplanar. Otherwise Ω(p, q) 6= 0 because p and q are skewlines. It can be shown that the magnitude of the distance is given by [6]
 d(p, q) =‖Ω(p, q)‖‖dp × dq‖
 , (5.31)
 where
 dp = (p01, p02, p03)T ,
 dq = (q01, q02, q03)T .
 Note that here, there is no need for dp and dq to be normalised.
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 Example
 Let line p be the y-axis and line q be parallel to the x-axis through the point(0, 0, 1), as illustrated in Figure 5.5. Compute the shortest distance between thelines, as well as the angle ϑ between the lines.
 Figure 5.5: Two perpendicular lines p and q.
 Solution
 To use Ω(p, q), the Plucker coordinates for each line must first be determined.The Cartesian coordinates of two convenient points on p are selected to bex = (0, 0, 0) and y = (0, 1, 0). The Cartesian point coordinates are homogenisedwith x0 = 1, giving
 p :
 [x0 x1 x2 x3
 y0 y1 y2 y3
 ]=
 [1 0 0 01 0 1 0
 ].
 The Plucker coordinates are computed as
 p01 =
 ∣∣∣∣ 1 01 0
 ∣∣∣∣ = 0,
 p02 =
 ∣∣∣∣ 1 01 1
 ∣∣∣∣ = 1,
 p03 =
 ∣∣∣∣ 1 01 0
 ∣∣∣∣ = 0,
 p23 =
 ∣∣∣∣ 0 01 0
 ∣∣∣∣ = 0,
 p31 =
 ∣∣∣∣ 0 00 0
 ∣∣∣∣ = 0,
 p12 =
 ∣∣∣∣ 0 00 1
 ∣∣∣∣ = 0.
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 Similarly for line q, two convenient points are selected to be s = (0, 0, 1) andt = (1, 0, 1). Homogenising the points with x0 = 1 gives
 q :
 [x0 x1 x2 x3
 y0 y1 y2 y3
 ]=
 [1 0 0 11 1 0 1
 ],
 q01 =
 ∣∣∣∣ 1 01 1
 ∣∣∣∣ = 1,
 q02 =
 ∣∣∣∣ 1 01 0
 ∣∣∣∣ = 0,
 q03 =
 ∣∣∣∣ 1 11 1
 ∣∣∣∣ = 0,
 q23 =
 ∣∣∣∣ 0 10 1
 ∣∣∣∣ = 0,
 q31 =
 ∣∣∣∣ 1 01 1
 ∣∣∣∣ = 1,
 q12 =
 ∣∣∣∣ 0 01 0
 ∣∣∣∣ = 0.
 Thus the Plucker coordinates of the two lines are
 p : (0 : 1 : 0 : 0 : 0 : 0),
 q : (1 : 0 : 0 : 0 : 1 : 0).
 The shortest, perpendicular distance, or length of the common normal is givenby the absolute value of the ratio of
 Ω(p, q) = 0 + 1 + 0 + 0 + 0 + 0 = 1,
 dp × dq =
 ∣∣∣∣∣∣i j k0 1 01 0 0
 ∣∣∣∣∣∣ =
 00−1
 ,‖dp × dq‖ = 1,
 where i, j, and k are unit basis vectors in the directions of coordinate axes x, y,and z respectively. Hence, the length of the common normal of lines p and q is
 d(p, q) =
 ∥∥∥∥1
 1
 ∥∥∥∥ = 1.
 The angle between the two lines is
 ϑ = sin−1
 (‖dp × dq‖‖dp‖‖dq‖
 )= sin−1
 (1
 (1)(1)
 )= 90.
 It will be helpful to examine one more example with a predictable, thoughdifferent outcome.
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 Example
 Let p be the x-axis, and q be on the points (0, 2, 1) and (1, 2, 1), as illustrated inFigure 5.6. Compute the shortest distance between the lines as in the previousexample.
 Figure 5.6: Two parallel lines p and q.
 Solution
 The Cartesian coordinates of two convenient points on p are selected to bex = (0, 0, 0) and y = (1, 0, 0). They are homogenised with x0 = 1 giving
 p :
 [x0 x1 x2 x3
 y0 y1 y2 y3
 ]=
 [1 0 0 01 1 0 0
 ],
 p01 =
 ∣∣∣∣ 1 01 1
 ∣∣∣∣ = 1,
 p02 =
 ∣∣∣∣ 1 01 0
 ∣∣∣∣ = 0,
 p03 =
 ∣∣∣∣ 1 01 0
 ∣∣∣∣ = 0,
 p23 =
 ∣∣∣∣ 0 00 0
 ∣∣∣∣ = 0,
 p31 =
 ∣∣∣∣ 0 00 1
 ∣∣∣∣ = 0,
 p12 =
 ∣∣∣∣ 0 01 0
 ∣∣∣∣ = 0.
 For line q, the two specified points are s = (0, 2, 1) and t = (1, 2, 1). Homogenis-ing these Cartesian point coordinates with x0 = 1 gives
 q :
 [x0 x1 x2 x3
 y0 y1 y2 y3
 ]=
 [1 0 2 11 1 2 1
 ].
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 q01 =
 ∣∣∣∣ 1 01 1
 ∣∣∣∣ = 1,
 q02 =
 ∣∣∣∣ 1 21 2
 ∣∣∣∣ = 0,
 q03 =
 ∣∣∣∣ 1 11 1
 ∣∣∣∣ = 0,
 q23 =
 ∣∣∣∣ 2 12 1
 ∣∣∣∣ = 0,
 q31 =
 ∣∣∣∣ 1 01 1
 ∣∣∣∣ = 1,
 q12 =
 ∣∣∣∣ 0 21 2
 ∣∣∣∣ = −2.
 However, when we check the intersection condition in Equation (5.30) conditionwe find
 Ω(p, q) = p01q23 + p02q31 + p03q12 + p23q01 + p31q02 + p12q03,
 = 0 + 0 + 0 + 0 + 0 + 0 = 0.
 This result should not be surprising since lines p and q are parallel, and thusintersect in a point at infinity, where the distance between the lines is, of course,zero. Moreover, the angle between the two parallel lines is seen to be ϑ = 0
 since
 ϑ = sin−1
 (‖dp × dq‖‖dp‖‖dq‖
 )= sin−1
 (0
 (1)(1)
 )= 0.
 Example
 In this example we will confirm the length of the common normal from theexample in Section 5.2.8 by using Equation (5.31), thereby demonstrating apair of concomitant methods for computing the shortest distance between twoskew lines. Additionally, compute the angle between the two lines. The twoskew lines are specified as the two parametric equations in E3
 l1 : x1 =
 −209
 + t1
 203
 ,l2 : x2 =
 111−3
 + t2
 4−93
 .Solution
 To use Equation (5.31) the two parametric equations must be re-expressed inthe form of Plucker line coordinates. To do that, two points on each line are
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 needed. We will assign the name p to line l1 and q to line l2. Clearly, fromthe parametric equations we have the coordinates of a point on each line, weestablish another by assigning values to the parameters t1 = t2 = 1. This yieldsrequired point coordinates which are homogenised with x0 = y0 = 1
 p :
 [x0 x1 x2 x3
 y0 y1 y2 y3
 ]=
 [1 −2 0 91 0 0 12
 ],
 q :
 [x0 x1 x2 x3
 y0 y1 y2 y3
 ]=
 [1 1 11 −31 5 2 0
 ].
 The Plucker coordinates of the two lines are determined to be
 p : (2 : 0 : 3 : 0 : 24 : 0),
 q : (4 : −9 : 3 : 6 : −15 : −53).
 The length of the common normal is given by the absolute value of the ratio of
 Ω(p, q) = 12 + 0− 159 + 0− 216 + 0 = −363,
 and
 dp × dq =
 ∣∣∣∣∣∣i j k2 0 34 −9 3
 ∣∣∣∣∣∣ =
 276−18
 ,‖dp × dq‖ = 33.
 Hence, the length of the common normal of lines p and q is
 d(p, q) =
 ∥∥∥∥−363
 33
 ∥∥∥∥ = 11,
 which agrees with the results in the example from Section 5.2.8.The angle ϑ between the two lines is
 ϑ = sin−1
 (‖dp × dq‖‖dp‖‖dq‖
 )= sin−1
 (33√
 13√
 106
 )= 62.7447.
 5.4.3 Cylinder Collision Detection
 An algorithm for determining if two cylindrical Gough-Stewart platform legscollide can be structured as a two stage test. First the infinite cylinders towhich the legs belong are examined. Then, if the legs fail the infinite cylindertest the finite cylinder sections must be considered.
 Infinite Cylinder Test
 It is generally not possible for any pair of legs in a Gough-Stewart platform tobe parallel. For distinct nonparallel lines p and q in space, the perpendicular
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 (shortest) distance between them is given by Equation (5.31), d(p, q). If thelines p and q are regarded as the centre lines of the cylindrical prismatic legswith radii r1 and r2, then clearly if
 d(p, q) > r1 + r2 (5.32)
 no collision between the two legs occurs.
 However, if
 d(p, q) ≤ r1 + r2 (5.33)
 then somewhere along the infinite length of the two cylinders a collision occurs.In this case, we must determine if the collision occurs on the finite portions ofthe cylinders comprising the two Gough-Stewart platform legs.
 Finite Cylinder Test
 Consider two finite length cylinders whose axes are represented by lines p and q,as illustrated in Figure 5.7. Each cylinder can be described by a starting pointwhere the axis intersects the beginning of the cylinder, identified by positionvectors c and d respectively. Vectors r and s have magnitudes equal to thelengths of the finite cylinders. The endpoints of the cylinder segments arelocated with position vectors f and g.
 Figure 5.7: Two finite cylinders.
 The common normal between lines p and q is labelled line segment n. Line nintersects lines p and q in points Pn and Qn, respectively. The position vectors
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 of these two points are described by the following two parametric equations
 pn = c + t1r, (5.34)
 qn = d + t2s, (5.35)
 where
 t1 =((d− c)× s) · n
 n · n, (5.36)
 t2 =((d− c)× r) · n
 n · n, (5.37)
 n = r× s. (5.38)
 The values of either parameter t1 or t2 can be used to determine if the com-mon normal intersection points are within the finite cylinder sections, therebyindicating the cylindrical legs will collide. For the cylinder on line p three pos-sibilities exist:
 1) t1 ≤ 0 ⇔ Pn occurs before the start point c and no collisionoccurs;
 2) 0 < t1 < 1 ⇔ Pn occurs between the start and endpoints c and fand therefore the legs collide;
 3) t1 ≥ 1 ⇔ Pn occurs beyond the endpoint f and no collisionoccurs.
 Similar conditions apply to the location of point Qn on line q for the com-puted value of t2. That is, if Qn lies between d and g then a collision betweenthe cylindrical legs will occur if
 d(p, q) ≤ r1 + r2.
 5.4.4 Location of Point of Intersection of Two Lines
 Let p and q be distinct lines in P3 containing the points
 X(x0 : x1 : x2 : x3), Y (y0 : y1 : y2 : y3) ∈ p
 and
 S(s0 : s1 : s2 : s3), T (t0 : t1 : t2 : t3) ∈ q.
 The lines p and q intersect if, and only if the points X, Y , S, and T are coplanar.The four points may be represented as
 AX =
 x0 x1 x2 x3
 y0 y1 y2 y3
 s0 s1 s2 s3
 t0 t1 t2 t3
 X0
 X1
 X2
 X3
 = 0,
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 where [X0 : X1 : X2 : X3] are the plane coordinates of the plane in which thetwo lines lie. Let ∆(A) be the determinant of coefficient matrix A. This systemof homogeneous linear equations will have a non-trivial solution if, and only if∆(A) = 0, meaning there is a linear dependency among the lines because theyboth share one location and therefore generate plane X. Hence a condition forthe lines to intersect is
 ∆(A) =
 ∣∣∣∣∣∣∣∣x0 x1 x2 x3
 y0 y1 y2 y3
 s0 s1 s2 s3
 t0 t1 t2 t3
 ∣∣∣∣∣∣∣∣ = 0. (5.39)
 This determinant can be calculated using the Laplacian expansion theorem, butit can also be formed in terms of Plucker line coordinates
 pik =
 ∣∣∣∣ x1 xkyi yk
 ∣∣∣∣ , qik =
 ∣∣∣∣ si skti tk
 ∣∣∣∣ ,where it can be shown that the condition for intersection can also be expressedas
 ∆(A) = Ω(p, q) = p01q23 +p02q31 +p03q12 +p23q01 +p31q02 +p12q03 = 0. (5.40)
 If, given four planes and the corresponding coefficient matrix possesses rankr = 3, thereby satisfying the condition in Equation (5.40), then Equation (5.6)can be used to efficiently determine the location of the point of intersection.
 Another way to find the point of intersection is to construct parametricequations for each line constructed as in Equation (5.8). Since the lines have apoint in common, we equate the parametric equations, solve for either param-eter, then determine the point coordinates. Assuming we have the Plucker linecoordinates for lines p and q, the corresponding parametric equations will havethe following form
 p =
 x1
 x2
 x3
 + υ
 p01
 p02
 p03
 , (5.41)
 q =
 s1
 s2
 s3
 + ω
 q01
 q02
 q03
 , (5.42)
 where (p01 : p02 : p03) and (q01 : q02 : q03) can be considered as vectors parallel tothe respective lines, and X and S are position vectors of points on the respectivelines that were used to compute the Plucker coordinates. It is not required forp and q to be normalised because it is sufficient that they are both vectorsparallel to the direction of their respective lines.
 The point of intersection occurs where p = q. At the point of intersec-tion Equations (5.41) and (5.42) represent three equations in the two unknownparameters υ and ω. To determine the two unknowns we can use any two of
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 the three, so without loss in generality we select the first two equations andrearrange them, similar to the derivation of Equation (5.10), as
 [p01 −q01
 p02 −q02
 ] [υω
 ]=
 [s1 − x1
 s2 − x2
 ].
 Now Cramer’s rule can be used to solve for υ and/or ω
 υ =
 ∣∣∣∣ s1 − x1 −q01
 s2 − x2 −q02
 ∣∣∣∣∣∣∣∣ p01 −q01
 p02 −q02
 ∣∣∣∣ ,
 ω =
 ∣∣∣∣ p01 s1 − x1
 p02 s2 − x2
 ∣∣∣∣∣∣∣∣ p01 −q01
 p02 −q02
 ∣∣∣∣ ,
 which in turn reveals
 υ =q02(x1 − s1) + q01(s2 − x2)
 p02q01 − p01q02, (5.43)
 ω =p01(x1 − s1) + p02(s2 − x2)
 p02q01 − p01q02. (5.44)
 Now either υ or ω can be used to compute p or q in either of Equations (5.41)or (5.42), which should result in identical values.
 5.4.5 Intersection S of a line p with a Plane π
 The line p is specified as Plucker coordinates (pik), the plane π is specified asplane coordinates π[X0 : X1 : X2 : X3]. Let X(xi), and Y (yi), i ∈ 0, 1, 2, 3be two distinct points on p and the number pair (X0, Y0) describe the points ofintersection S = X0X + Y0Y of line p with plane π. From the plane equation
 3∑k=0
 Xkxk = 0
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 one can calculate
 3∑k=0
 Xk(X0xk + Y0yk) = X0
 3∑k=0
 Xkxk + Y0
 3∑k=0
 Xkyk = 0,
 ⇒ X0
 Y0=
 3∑k=0
 Xkyk
 −3∑
 k=0
 Xkxk
 ,
 ⇒ si =
 (3∑
 k=0
 Xkyk
 )xi −
 (3∑
 k=0
 Xkyk
 )yi,
 =
 3∑k=0
 Xk(ykxi − yixk) =
 3∑k=0
 Xkpik, i ∈ 0, 1, 2, 3.
 Considering the homogeneous components of S(s0 : s1 : s2 : s3) we have derivedthe very convenient formula
 S(si) = π ∩ p ⇒3∑
 k=0
 Xkpik, i ∈ 0, 1, 2, 3, k 6= i. (5.45)
 Note: for k = i, pii = 0 since (yixi − xiyi) = 0 ∀ i.
 Example
 Line p is specified as the Plucker coordinates (1 : 1 : 2 : −3 : 8 : 3) and plane πis specified as the plane coordinates [1 : 4 : 2 : 3]. Determine the location of thepoint of intersection S(si) of line p and plane π.
 Solution
 The location of the point S(si) is determined with Equation (5.45),
 S(si) = π ∩ p ⇒3∑
 k=0
 Xkpik, i ∈ 0, 1, 2, 3, k 6= i.
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 The equation is used four times incrementing i for each of the four si, i ∈0, 1, 2, 3.
 i = 0 : s0 = X0p00 +X1p01 +X2p02 +X0p03
 = 0 + 4(1) + 2(1) + 3(2)
 = 12,
 i = 1 : s1 = X0p10 +X1p11 +X2p12 +X0p13
 = 1(1) + 0 + 2(3)− 3(8)
 = −17,
 i = 2 : s2 = X0p20 +X1p21 +X2p22 +X0p23
 = −1(1)− 4(3) + 0− 3(3)
 = −22,
 i = 3 : s3 = X0p30 +X1p31 +X2p32 +X0p33
 = −1(2) + 4(8) + 2(3) + 0
 = 36.
 Assembling these numbers as a set of point coordinates, the point of intersectionof π ∩ p is
 S(si) = (12 : −17 : −22 : 36).
 5.4.6 The Plane π Determined by Point X and Line p
 Consider a point in P3 given by X(x0 : x1 : x2 : x3) where X is not on linep, which is given by its axial line coordinates pik. Then there exists a uniqueplane π[X0 : X1 : X2 : X3]. Because of the duality of Equation (5.45), the planecoordinates are given by it’s dual
 Xi =
 3∑k=0
 xkpik, i ∈ 0, 1, 2, 3. (5.46)
 5.4.7 Condition for Incidence of Line p and Plane π
 If line p(p01, · · · , p12) lies entirely in a plane π[X0, · · · , X3], then no uniqueintersection S exists. That is, the point coordinates of S are indeterminate.Hence, the incidence condition is
 3∑k=0
 xkpik = 0, i ∈ 0, 1, 2, 3. (5.47)
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